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Abstract

Most of the automation for 3D acquisition conceatgects with simple shape, like mechanical pafsr
cultural heritage artefacts, the process is mormaptex, and it doesn't exist general solution nowadd his
paper presents a method to generate a completed@i@lrnof cultural heritage artefacts. In a firstpst®VC is
used to solve the view planning problem. Then, sioégnaining in 3D model are detected, and theiufea are
calculated to finish acquisition. Different posbpessing are applied on each view to increasetyuadlihe 3D
model. This procedure has been tested with siniilst@anner, before being implemented on a motiotesys
with five degrees of freedom.
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1 Introduction

The demand for high-quality three dimensional (3m)dels of complex objects is growing in a wide
range of applications (e.g., industrial [1], medifa3-4-5-6], cultural [7-8-9], architectural [1D%], ...).
Numerous applications require the computer visigpr@ach to object surface reconstruction. These
applications relate to fragile objects whose hangdis impossible. Only non-contact sensors aréblasa

3D acquisition devices collect 3D coordinates obaject surface [12-13]. To acquire the shape fadim
sides, many scans are necessary. Our system @ baseveral assumptions: the scanner remaingataiib
between each acquisition and the object size andriabis compatible with the scanner specificagiofor
each scan, post-processing is required (noise regposegmentatiorregistering, meshing, smoothing and
mesh cleaning). Each scan captures a portion dftthpe of the object, and in order to merge ahefscans
into a single shape we must place them in the saroedinate system. If there is a lack of data, rstlseans
may be necessary. 3D acquisition and post-progpssia long and the experience of the user has a
significant influence on the resulting 3D model litya

Acquisition and post-processing need to be autamaterder to reduce human operator influence and
speed up the measurement process. The NBV algaritiave for objective to calculate this set of posg
necessary for the digitization. These algorithms be divided in two categories : model based method
(when CAD model or coarse model is available) ama model based methods (when no a priori knowledge
of the shape of the object is available). For caltheritage artefacts, we must use non-model basthods.
The main objective of the proposed method is toraatically reach maximum surface coverage.
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Proposed method is based on view planning metramsribed in section 2. This proposed method is
multi-phase approach (coarse to fine) and usedaagulation based laser scanner (Vi910 from Konica
Minolta [14]). Two techniques are used: the fistosed on Mass Vector Chain (MVC), presentedén th
section 3, and allows to create a coarse model.s€aend uses the “holes” (lack of data) in the ntesh
define the next best viewpoint, by calculating ‘fios”, “normal” and “size” of each hole remaining the
coarse model. The process is fully described ini@eet. Applications on cultural heritage artefaatsd
results are shown in section 5.

2 View planning

To acquire the complete surface of a 3D objectgusirangulation-based laser scanner, several range
images from different viewpoints are necessarydéfine these positions, we have to find a solut@the
next best view (NBV) problem. To solve this prableve have studied different methods of view plagni
(or sensor planning).

View planning is used to minimize the number ofuieed views to reconstruct a complete 3D modebor t
ensure that the viewpoints selected are as clopesssble to the optimal viewpoints. Some algorghsolve
the “next best view” (NBV) problem in order to detene the next position for the range scanner giten
previous scans of the object. Several algorithresdasscribed by Prieto in [15] or Scott & al. in [1Bhese
methods can be classified in two categories : mbdséd method (Cowan & al. [17], Scott & al. [18h)d
non-model based method (Connolly [19], Banta §20][21], Maver & al. [22], Pito & al. [23], Yuar24]).

In [17], Cowan & al. show a method to automate dhgermination of the location where a non-contact
sensor may be placed to observe one or more ahjefetces. They identify several requirements tffaca
sensor placement : resolution, focus, field of viexsibility, view angle, prohibited region. For da
constraint, a 3D region of viewpoint is defined.eTimtersection of these region define a new 3Doregi
where the sensor can be positioned.

In [18], Scott & al. use a mutli-phase approactsdtve the NBV problem (Fig.1). In the first step, a
preprogrammed scan is performed to produce a poblgmesh “rough model”, an approximation of the
object geometry. Next the rough model is decim&tesl sampling resolution just adequate for viewpiag.

The rough model is then used to develop a view fidara subsequent stage of precision measurement in
compliance with the model specification. Then, ihegh model is segmented into a set of surfacesdian

the different surface features (cavity, hole, A)measurability matrix (surface point and viewgs)nis
computed for each segmented region.

A Priori Rough Fine
Model Model Model

Rough Fine
Modeling Modeling

Problem
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Fig.1: Multi-stage Mode¢based ‘iew Plannini

O

Problem
Solving

One of the earliest papers on view planning wagbgnolly. He has been the first to be used the term
“next-best-view”. In [19], he shows a volume basedthod. He describes algorithms for finding a det o
covering views using the octree data structure.2igrhis octree contains four node typd2arent (nodes
which have children)zmpty(empty space which is visible from at least onéhefviews used to generate the
octree),Occupied they contain points on the object's surface) dndeen Yolumes which have not yet been
seen by any view).
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Fig.2: Octree structu

With this structure and an algorithm which produaesngle view vector indicating the next locatfona
sensor, the following step are used to completethree model :

1. pick an arbitrary view vector to start with

2. assimilate the most recently selected view in tttece
3. determine the next view vector

4. if no such vector exists, terminate, else go back t

The first described algorithm (Planetarium Alganithuses a sphere which is sampled along latitudie an
longitude. At each sample point, a hidden-line va@the octree is generated considering ddgupiedand
Unseennodes. Following this, the area dhseennodes covering the viewplane is determined. Thisies
provides a measure of how much of the unknown ea@abe eliminated by taking a view from each point,
and takes into account occlusion by otbeseerandOccupiednodes. The viewpoint with the largest unseen
area is selected as the NBV.

The second algorithm (Normal Algorithm) uses infation about the faces in an octree which are
common to both Unseen and Empty nodes. Such faidleseweferred to as Unseen /Empty faces. In gffec
this algorithm measures the visibility of the Unseedes within the tree. The algorithm determires t
number of faces of each Unseen node that are ekpodte region of space which is known to be empty
This is accomplished by recording the areas of BimgeEmpty faces. Six separate area sums are Hepé
the faces can be oriented in any of six directidhgs faster but does not deal as well with selélading
scenes.

In [20], Banta & al. use a 3D occupancy grid toresent the object model. This 3D grid is compodea o
matrix of points marked as occupied or unoccuphedoccupied voxel represents a cubic volume withi:
3D imaging domain which is intersected by an aabjtrsolid. The 3D model of a scene can be real®ed
determining the state of each voxel from one oerées of range images. An occupancy grid can bd tese
construct an object model up to any specified ggmi. A model can be constructed by registerirgjodht
or overlapping occupancy grids into a world databdhis allows reconstruction of a large and comple
model from a set of occupancy grids. Only the canperse is required to register an occupancy grild ai
world database.

Several issues must be addressed in mapping the data to 3D (Fig.3):

1. The occupancy grid must be correctly aligned with tange image so that the information contained in
both may be combined.

2. A scaling transformation must be applied to thedatensure that it is the correct size.
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Fig.3: The range information must be correctly rmdid before assimilation into a world mc

The points which are blocked by the mapped surfamnats are identified by extrapolating along rays
connecting the range sensor and the detected supaints. Once the location of the hidden points is
determined, a temporary occupancy grid will be te@aassuming that all points not currently visible
occupied. During this phase, a surface occupaniy igrbuilt (occupancy grid containing only surface
information). This new grid is used for determupiihe next-best-view.

The next sensor orientation is computed with thepuedges, the singularities normal to the view
direction which might be occluding additional scémfermation. For the next sensor position, a sphéth a
radius depending of the size of the occupancy igricteated. The position is defined by the intereacof
this sphere and the sensor orientation.

In [21], Banta & al. describe a algorithm with terphases according to the number of views. Thethre
methods used are:

1 edge based sensor placement described in [20]

2 targeting the occluded surface centroid: in thigragach, the reconstructed voxel model is examined.
The new view points toward the view sphere center ia oriented on the voxel face closest to the
centroid of the occluded region. This method giwd) results when there is one continuous
occluded surface.

3 clustering the occluded surface data: the occlymches are divided into an unspecified number of
areas. Then, the next sensor position points towaedview sphere center and is oriented on the
voxel face closest to the mean of the largest etdstuind by the clustering algorithm.

In [22], the approach of Maver & al. was conceiied a long baseline laser profile scanner with a
positioning system limited to a single rotationagcee of freedom. The two-stage method separately
considered source and receiver occlusions:

1. camera occlusion: it arises when a part of thenilhated surface in the scene is occluded to theeam
by another part of the scene (Fig.4c).

2. light occlusion: it arises when the direct lasghti does not reach a part of the surface in thaesce
because it is reflected from another part of tremeqFig.4b).

Scanner
e
\
Field of \ Laser
view \
\

(a) (b) (c)
Fig.4: The two types of occlusions :(a) system;&sgr occlusion; (c) camera occlus
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System used is a CCD camera and a laser whichoagded and form a fixed sensor unit (Fig.5). The
laser beam is spread into an illuminating planee Muminating plane intersects with the objectface,
forming a planar curve (laser stripe). The rangagenis obtained by scanning the scene with a sefies
parallel illuminating planes. This can be achiebgdmoving the origin of the camera-laser sensot inna
plane called the scanning plane. This scanningeglanrthogonal to the illuminating plane.
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Fig.5: The sensing system used by Maver .

Maver and Bajcsy use sensor planning during sceodelimg. An initial image is acquired from an
arbitrary direction. The occluded areas in thisgm#@range shadows) are determined and approxinaated
polygons. Each contour of the range shadows is eetgd into a series of straight lines. The breakpaif
the contour segmentation are used to divide théudicy polygons into areas. Then, viewing angles fo
every pixel in the occluding polygons are calcudatd viewing angle is the sector containing allrsdag
directions from which a pixel is visible. For eaatea of the occluding polygons, the histogram efvimng
angles is calculated. The histogram shows how nparels can be seen from a certain direction. Histog
decomposition is then performed to find the negnsing direction; the next view direction is sedetfrom
the intervals defined by the maxima in the finatbgram.

In [23], Pito & al. chose occlusion edges as a rapidm for the NBV search. They observed that thée vo
volume can be represented by defining only thel woirface near edges of the current model, whiels th
represented by small rectangular patches attachetdluding edges of the seen surface. In gental,
portion of the shdow nearest the occlusion boundaybe nearest to the real object surface andefioee be
the best region to search next. Furthermore, segloms fit the overlap constraint. Pito’s NBV aligiom
used an intermediate space representation, “poaitgpace” (PS), as a repository for two typesisibility
information - object surface visibility and sensoanning potential. A virtual positional space acef (PSS),
with a shape appropriate to the sensor-positiosystem combination, was placed between the objettre
sensor workspace. Object surface space (represastadnesh), PSS, and viewpoint space were dizeileti

(Fig.6).

The visibility of each triangular mesh element ba bbject surface can be encoded in positionalespgac
tracing an “observation ray” from the mesh elemera PSS cell. The direction of an unoccluded otagem
ray relative to a local frame of reference on ti8SRan be specified by two angles, termed theipoait
space direction (PSD). Pito chose to encode susfiglity as an analogue value equal to the arethe
surface element visible by a given ray weightedabgonfidence measure tied to the measurement grazin
angle. Thus, PS was a scalar field in four dimersi(u, v, 4, A) where u, v were coordinates in R&S,
A were the components of PSD. Encoding the imadmtif the seen surface and void patches in PSqedvi
a means to apply an overlap constraint betweensviewneet registration and integration requiremerhe
range camera’s scanning potential at a given viawpzan be similarly encoded in positional space by
determining the intersection of “ranging rays” frahe optical transmitter and receiver with the P8&S.
separate image was calculated for each viewposindJPS as a placeholder for ranging and observeaaigs
facilitated determining which of them were collingas well as aiding the application of NBV conistrsl
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@ (b)

Fig.6: Range image inside the PSS. Each cell oP®® is colored with the cumulative confidencene
observation rays (a) of void patches which projetct that cell and (b) of faces of the model whiebject
into that cell.

The first methods (model-based method) are suitablen CAD model of the object is available. This
kind of sensor planning has been developed forrabdifferent purposes, for example object recagnit
general robot vision tasks, inspection, .... Theoed methods (non-based model method) allows viewpo
planning without a priori knowledge on the shapkeyl are divided in two categories: the volume based
methods ([19], [20], [21]) and the surface basedhodds ([22], [23], [24]). A summary of these methad
shown table 1

Model. Non-model based meth
based method g | tace Volume

Cowan [17

Scott [18

Connolly [19

Banta [20][21

Maver [22 X

Pito [23] X

Yuan [24 X

Table 1: Summary of the described me

The majority of these algorithms leads to good Itesa the case of simple shapes, like mechaniagkpor
convex objects. As yet, view planning for high-dtyatomplex object reconstruction has no generappse
solution and maybe such solution never exist. Sttty our objective is not the exhaustive digif@atof an
object, but the most complete possible surfaceregee

As we plan to produce 3D models of cultural hestagtefacts, only non-based methods are applicable,
due to the complexity of the shape. CAD model isav@ilable and methods with a first coarse actiorsi
can be used but the first phase must be done mproalorrectly adjust the number of views necegshr
non-model based methods, surface based methodslegna work directly on 3D shape data acquisjtion
instead of volume based methods that require alvep@&ce management in addition, which implies an
important computing cost. Our proposed method spined from work presented in [22], [23], [24] aizd
described in section 3 and 4, and is summariz&ibaf’.

The first phase of the proposed method is baseth@@approach developed by Yuan & al [24] and uses
Mass Vector Chain to determine the next best vleleads to a maximum surface coverage with remgini
holes due to self-occlusions. This method is sintplenplement and requires very small computingetim
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The second phase computes the position and thetatizn of the next view, by using remaining holes
mesh. This phase is based on the methods devdbypddver & al [22] and Pito [23].

> Analysis o
— remaining holeg
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9 n
Post-processin Selection of th

B bigger hole
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Computation o E \
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A 4 .
Computation o Post-processing -
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Fig.7: The proposed methcs in two steps (a): the first step allows to creat®arse model with MV(
and the second uses “holes” to complete the unpsedesurface. For each new view point, acquisérah
post-processing are carried out (b)

3 Mass Vector Chain (MVC)

MVC allows to estimate a view direction from sudagatch. In our case, each face is considered as a
surface patch.

By definition (Fig.8), a mass vector chain of afeabis a serie of weighted vectors. In this saigector
I7l., is assigned to each individual surface p&icbf the object. This vector points to the averagemal

directionz, , of the surface patch and its weight is the projected regigron a pland® perpendicular ta,

V, =R, (1)

/N
N

P—

Fig.8: Definition of mass vect

\ 4

For the surface patchy,is its average visible direction aftl is the surface size when viewed in that

direction. It has been demonstrated [@#t, for an object of convex surfaces, the totali€sian mass of the
surfaces must be zero,
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j j G(n(s))n(s)ds = ﬁ n(s)ds =0 o

whereG(n(s)) is the Gaussian mass with a sangg) This conclusion also applies to ordinary objects.
Since the total Gaussian mass of an object isuheof subtotals of individual surface patches, @y be
further grouped in terms of surfaces.

ﬁn(s)ds =

m=1

jLn(s)ds =0 (3)

j=0

On the other hand, the total mass vector of arcoijehe sum of all its mass vectors, i.e.
m—1
27, 4)
Jj=0

The total mass vector can be derived. The resititpamut that the boundary surfaces of an object
compose a closed surface boundary only when tressmectors form a closed chain.

riﬁj = g“;in(s)ds =0 (5)

The mass vector sum of a closed object model isra wector. If, during reconstruction, the totalatif
mass vectors of a building model is a no zero \reﬁw, there must be some unprocessed surface patches

whose mass vectors sum to be the negativg’dpf If the number of processed surface patches’ighen,
from the relation

m'=1 -1

3

V,+ 2.V, =0 (6)
j=0 j=m'
m=l m'=1 .
we obtain DV, ==V, =V, (7
j=m' Jj=0

Defined to be the average normal, each mass vectdﬁ., is actually the average visible direction of that

surface patch. Thereford provides an estimated direction from which thesprocessed surface patches

dir
could be observed.

This can be further explained by the surface regres! in Fig.9 for convex surfaces. Since a convex
object has a unique extended Gaussian image ekprd24], a Gaussian sphere [25] covering the dbjec
stands for its boundary condition, or a circle itme-dimensional case. Suppose four surface patatees

extracted (Fig.9a); the mass vector sunii is ¥, + ¥, + ¥, + v, # 0 and give the view direction for the next
view (Fig.9b and 9c). An example of MVC is showrFig.10.

Fig.9: View estimation of processed faces (a) and unpreddsses (b), and new acquisition
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A similar Gaussian sphere can also be used to eeathe boundary of concave surfaces. Surfaces must
be extracted to identify concave and convex surfd&g here, no surface is extracted, there is no
differentiation between concave and convex shagealse MVC are used only to deliver a coarse model.

9 .
. ¢
- (a) y (b)
Fig.10: Red sphere represents the scanner position. MV C is calculated (a) and gives direction for the next
view (b)

4  Proposed solution for automatic acquisition and post-processing

To test different algorithms without dealing withetmechanical constraints, we implemented algosthm
in a simulated scanner. The simulated scanner rag#isicing to simulate a triangulation laser scan8p
model of the object is needed. The procedure fslksvs:

- the scanner is positioned manually for the firstifhon

- the user defines the parameters of the scannsplutons in X and Y and angles of view (horizokytal
and vertically).

- the algorithm carries out raytracing: it calculates intersection of each ray with the 3D model [26
- A point clouds is created and then triangulated.[27

Simulated algorithms were then implemented on aiposig system. Before beginning, we assume that
the object respect the following constraint :

- the field of view constraint : the object must Iéirely in the field of view of the scanner
- the material constraint : the surface object cadigitized (not transparent or reflective)
- the positioning constraint : the size of the objacst be adapted to the positioning system

The proposed method is divided in two steps and isurface based-method. The first step is the
acquisition of a 3D coarse model: a range imagedaired from a position chosen arbitrarily, thel®lis
computed to determine the next position and thes8&nner is moved consequently. The MVC method
previously described is capable only of estimatungwing direction, not position. Then, for each new
acquisition, the scanner is directed towards timteceof mass of previous acquisitions, at a predesténce
(calibrated from the object size). Information okjiion of the 3D scanner allows to readjust eaam$n the
same coordinate system (registration). Each scaegmented (object-environment) in related compisnen
(Fig.11). The largest components are selected tn&tisum of their surface is more than 80% of tirvtase
of the view. This threshold has been determinecixg@ntally. We assume that the object is centaret
occupies the major part of the field of view. letthreshold is higher than 80%, the quality ofriredel will
be degraded. If it is lower than 80%, the numberi@ivs required will be more important.

Fig.11: Segmentation of the view in related components
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Then, the view is cleaned [28]: all the abnormalset (three faces with one same edge, spikesg,. 12fi
are removed. Besides, all the points of which thgleaof view is higher than a given angkeg0°) are also
removed. If the new view don't contribute to deseethe size of unprocessed surface, this step ends.

Vs Va4 v2
va
%
v
V2 V3

(a) (b) (c)
Fig.12: Post-processing : abnormals faces (a), crossing faces (b) and spikes (¢) are removed.

In the second step, all the boundary loops (“h9lesinaining in the 3D model are selected. This sep
inspired of [22] and [23], but the implementatisnnnovative. Here, a hole shows a lack of facé®reas a
physical hole has a surface. The detection of tileshis done by locating the edges of the modekthvhi
belong only to one face. For each hole thus foitsd;normal”, its “position” and its “size” is caldated
(Fig.13)

The “position”Pn corresponds to the “center of mass” of the hditaioed starting from then vertice P
composing the hole.

_ 1)
P22 P (8)

v,=3V 9)

—_

The “size”D of the hole corresponds to the maximum distantedsn the “center of mas#h and the
points which form the hole

D =max,(PA,) (10)

These three parameters allow to calculate the pesition: the scanner is directed towards the cesfte
the hole,

Fig.13: Holes features : normal, size, position

according to a direction reverses with the nornidahe hole, if there is not self-occlusions. Elaegzaussian
sphere [13] is defined, corresponding to a “spluérpositions” (Fig.14). For each points of hole spions
are tested, and the position from which the mostoirits are visible is selected for the next view.
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—> Normal of hole

> New calculated normal

\ Hole

=< Viewsphere
X Position on Viewsphere
R o Calculated position by holes

Fig.14: Viewsphere for self occlusions

Then, new 3D view is segmented before merging:sfaceresponding to the hole are only preserved: on
the new 3D view, all the poin& which verify|RPh| > D are removed (Fig.15). D is defined in equation 10.

Objec New view Segmentatic

Fig.15: Segmentation of the new view. The redundant data is removed for each new acquired view.

5 Results

Proposed system on which algorithms has been tesesia motion stage four axes and a rotative,stage
on which a scanner is set, allowing five degreetedfdom (Fig. 16-17). This system provides traagige
from 1370 mm (X axis), 990 mm (Y axis), 440 mm (#sy, 320° (@ axis) and 360° [ axis). The used

scanner is a laser triangulation-based device @€oMinolta Vi910 [14]). To illustrated our resulstudied
artefacts is a small head (95x75x35 mm) showngn F8a.

Scamner
Gb]e-:i @: stage
—

(a)

Fig.16: Proposed system: (a) schematic front view, (b) schematic top view
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B g

Fig.17: Proposed system

First position is selected in order to fit the diedf view on the studied object (Fig. 18b). Acqtiisi is
performed from this position (Fig. 18c) and then 116 calculated and a new direction is determiriéd. (
18d). The system moves to place the object ands¢hener in the new position. New view is acquired
(Fig.18e) and merged with the first view (Fig. 1&fjter being cleaned (segmentation object-envietm
delete abnormals faces, ...). Fig. 18h and Figsh8ivs the 3D model before and after acquisitiothefthird
view. This procedure is repeated until the stopeddn is reach. This criterion is calculated fréme views
surface. If the redundant surface between the 3Beinwithout the new view and the 3D model with tiesv

view is greater than 90% , this step ends.

~

[ ( [
N

Fig.18: Studied artefact (a), and different steps of MVC

\(L
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In this example, MVC allows the capture of six vie@@nly three are represented in Fig. 18). Theionbta
3D model is shown in Fig. 19(a).

Fig.19: 3D model obtained with the MVC (a); New direction from 2™ phase (b) and new view (c).

In this model, two remaining holes are presenthwito opposite “normals”: one on the top of the elod
and one below, where the object is set. The seboladis ignored (acquisition is impossible). Thatéees of
the first hole is calculated (position, normal,eljzand a direction is found (Fig.19). New viewsé&gmented
and redundant data are removed (Fig.12).

Proposed solution allows to obtain automaticallynptete 3D model of the studied artefact with seven
views in 10 min. Proposed system allows to moveeaband scanner with five degrees of freedom. This
system is well adapted for small objects (100x100xdnm) but not for larger objects: travel range rbay
insufficient and the lower part of the object isndible. For these objects, methods must be imetead on
others systems, like CMMs or robotized arm. In datian, several objects are tested (cultural hgeta
artefacts and mechanical parts). Some resultsheangrsin table 2 and fig. 20. To validate our methad
calculate the number of views in the two phases, aherage resolution obtained and the percentage of
surface coverage.

Number of views| Number of views| Resolution Coverage
Phase 1 Phase 2 (mm) surface (%)

Ammonite 5 1 1,23 99
Frog 6 3 1,26 100
Wheel rim 6 9 1,31 57
Mzeke 7 1 1,19 100
Niepce bust 5 13 1,28 100
Painter bust 5 13 1,22 99
Valve 11 7 1,26 99
Shrek 6 6 1,22 100
Statue 5 14 1,27 98
Saint Jean statue 7 38 1,28 93
Virgin statue 8 37 1,25 97
Mug 3 11 1,21 68
Bone 4 2 1.20 99

Table 2: Results for several objects: number of views in phase 1 and 2, resolution and digitized surface
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Objects can be classified in three categories:
- convex object : ammonite, frog, Mzeke, Shrek, bone.
- globally convex object with cavities and self-ositns: statues, busts, valve.
- concave objects : wheel rim, mug.

For the convex object, the percentage of surfacerage is superior to 98% and the number of views
required is low. For more complex object, the petage of surface coverage is higher than 97% hat th
number of views is important because of occlusitimvever, the number of views obtained is comparabl

to the number of acquisitions that would do an epeed operator (for example, valve requires Evg).

But for concave objects, the percentage of surdagerage is lower than 80%.

The different segmentation and post-processingyamplthe 3D views allow to control the quality bkt3D
model, and the average resolution obtained corretspto the resolution of the scanner.

4 @

L ()

M

» (@ ()
Fig.20: Results for different objects : ammonite (a), frog (b), wheel rim (c), original wheel rim (d),

Mzeke (e), Niepce bust (e-f), valve (g), shrek (h), statue (i), Saint Jean (j-k), Vierge (1-n), painter bust (o),
bone (p), mug (q-r)
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6 Conclusion

In this paper, a simulation tool is introduced itnidate the acquisition of 3D models. This toobals to
simulate different NBV (Next-Best-View) solutionsdpost processing.

NBV methods have been studied and the method wetselis a multi-phase approach. The first phase is
based on Mass Vector Chains to solve NBV probldinis phase is able to predicate the viewing dioectf
unprocessed surfaces and allow to determine viewgor the next acquisition. At the end of thispste
coarse model is created, with remaining holes. Feoralysis of holes in the mesh, the second phase
calculates the best next viewpoint to acquire tiesimg data. The algorithm is self-terminating atidws to
obtain automatically — without any user interventioa complete 3D model of an object. Besides,kham
the different post-processing and segmentationljitguz the mesh is controlled. But for globally mzave
object, the method does not work.

Future work concerns the application of these nutho various 3D scanners. We plan to demonstrate
that our method is applicable to different 3D measwent devices available in our research team {tifne
flight system, laser triangulation, ...). The aifuns can be reused by adding constraints on v&riou
parameters (field of view, resolution, workspace).

We also want to use this method with different posing systems equipped with a new 3D sensor. A
new prototype based on a CMM (Coordinate Machinaddeement) is under development and will allow
better results thanks to the increased number gfedeof freedom. A new starting collaboration with
industrial partners will enable to acquire a robedi arm also equipped with a 3D scanning head. We w
soon demonstrate with this new equipment that dgoristhms are applicable for 3D reconstruction of
numerous collections of cultural heritage artefacts
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