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Abstract

The main advantage of using local invariant features ig tbeal character which yields robustness to
occlusion and varying background. Therefore, local festurave proved to be a powerful tool for finding
correspondences between images, and have been employedyrapplications. However, the local char-
acter limits the descriptive capability of features dgstenis, and local features fail to resolve ambiguities
that can occur when an image shows multiple similar regions.

Considering some global information will clearly help tdhaeve better performances. The question is
which information to use and how to use it. Context can be tsedrich the description of the features, or
used in the matching step to filter out mismatches.

In this paper, we compare different recent methods whiclcasgext for matching and show that better
results are obtained if contextual information is usedmythe matching process. We evaluate the methods
in two applications: wide baseline matching and object gedtion, and it appears that a relaxation based
approach gives the best results.

Key Words Image matching; Local invariant features; SIFT; Contekioformation; Object recognition.

1 Introduction

Recently, local invariant features have proved to be vecgassful in finding corresponding features between
different views of a scene. They have been employed in agdits such as stereo-vision [1, 21], image
retrieval [12], image registration [22], robot localizati[10], object recognition [9, 2] and texture recognition
[8]. The local character yields robutsness to occlusion\angling background, and invariance makes them
robust to scale and viewpoint changes. Interest pointsrae@bthe most widely used local features.

Roughly speaking, matching local invariant features imgslthree main steps: detecting the interest regions,
computing local image descriptors and matching the inteeggons using a similarity measure between their
descriptors.

An interest region detector is designed to find the same megidaifferent images even if the region is
present at different locations and scales. Different naslave proposed in the literature and a good review and
comparison is given in [15].

One of the first methods based on interest points matchinigés ¢py Schmid and Mohr [19]. They extract
interest points with the Harris detector [6] and use diffibigd invariants as descriptor to match the points. The

Corresponding author is now with the LIRMM laboratory in Mpellier
email: <Desire.Sidibe@lirmm.fs

Recommended for acceptance by Vittorio Murino



Electronic Letters on Computer Vision and Image Analysis 7(1):26-39, 2008
27

descriptor is computed over relatively small, circulargbais around each point. The method is invariant to
image rotation and has been extended to color images [16ferheless, this method fails in the presence of
significant transformations, i.e. large viewpoint and scdianges. More recently, there has been a considerable
number of works to extend local features and make them &wtto full affine transformations [1, 12, 21, 9,
18, 11]. Among them, it is worth mentioning those based oerést points. Mikolajczyk and Schmid [12, 13]
propose a scale and affine invariant interest points detesiog a scale-space representation of the image.
First, points are detected at multiple scales using thei¢ldetector. Then points at which a local measure of
variation is maximal over scales are selected. Finallytemafive algorithm modifies location, scale and local
shape of each point and converges to affine invariant potale-space representation is also used by Lowe
[9] who uses local extrema of Difference-of-Gaussian (DitBrs as key-points. Similar ideas are used by
other authors [1, 18].

The goal of the description step is to provide, for each feata vector which captures the most distinctive
information within the region around the feature. A goodatiggor must tolerate small perspective distorsions,
illumination changes, image noise and compression. Maffigreit techniques for describing local image
regions have been developed and it was shown that the SIRle(8wariant Feature Transform) descriptor
performs better than others [14]. This descriptor is basethe gradient distribution in the detected regions
and is represented by a 3D histogram of gradient locatioddantations [9].

Once the regions are detected and described, they are maishw a similarity measure between their
descriptors. Most of the time, a simple matching to neareigthibor strategy is used, i.e. a feature in one image
is matched to the feature in the other image which is the mosed to it for a given similarity measure.

Despite the very good results obtained in different apptica, local feature-based methods are limited in
practice by the repeatability of the feature detector amddifficulty of finding enough correct matches in
the presence of clutter and large transformations. A siropiaparison of the descriptors, for example using
Euclidean or Mahalanobis distance, and matching to neaeggthbor will always give some mismatches. This
is because no image descriptor is robust enough to be fdgrélistriminant and avoid mismatches. Thus,
an additional step of outliers rejection is often needed.e Popular approach is to estimate the geometric
transformation between the pair of images, for exampleguBANSAC, and use this information to reject
inconsistent matches [24]. This can, of course, be doneiprgtereo-vision or in matching images containing
planar structures for which the epipolar constraint or a@laomography can be estimated. The accuracy of
the estimation largely relies on the number of mismatcheselver, local invariant features suffer the lack of
global information and fail to resolve ambiguities that caeur when an image shows multiple similar regions
as in the images of figure 3. In this case, because of regepttterns, all the features have almost the same
SIFT descriptor and matching to nearest neighbor givesaf lmtismatches.

In many applications, finding a relatively large set of cotmmatches is crucial. In stereo-vision, a large
set of initial correct matches facilitates the estimatibthe transformation between two views. Indeed, in the
existing literature, RANSAC is used if the portion of misictas is less than 50% and it is noticed that it fails
when the ratio of mismatches is much above this number [10]r8the presence of repetitive patterns, the
portion of mismatches might be far greater than 50%. In dbgengnition applications, because of occlusion
and clutter, only a few model features are present in thétegje among a large number of non-object features.
Therefore, recognition tends to fails because only a fewecomatches are found.

In order to reduce to number of mismatches, different agthawve tried to augment the descriptive power
of local feature-based methods by adding sghedal or contextual information

One approach is to use contextual information in order tackriocal descriptors. Mortensen et al [17]
propose a feature vector that includes both local featurdgyiobal curvilinear information. They use SIFT as
local descriptor and shape context [2] as global contextrig@er. Similar ideas are used in [22]. While this
approach is shown to give better results than SIFT alongjlti®al context is computed over the entire image
and is therefore, sensitive to scale change as well asm@dtteckgrounds.

Van de Weijer and Schmid [23] add color information to thealoghape information. They derive a set of
color descriptors which are robust to both photometric amohgetric transformations and add them to SIFT
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feature vector. The combination of SIFT and color lead tdebgierformances as expected, but the obtained
gains depend on the application. For a retrieval or a claasiifin task, the combination of color and shape
outperforms SIFT alone. But for a matching task, relatityall gains are obtained by adding color to shape
information. Moreover, both shape and color descriptoescamputed over the small detected regions. Thus,
the discrimative power is limited and it will be difficult tagtinguish between similar regions such as those
shown on figure 3.

Another approach uses the context in the matching step tdveeambiguities. Deng et al [4] propose
a framework for including global context into local featureatching calledeinforcement matching They
obtained better results compare with simple matching toast@eighbor strategy.

Sidibe et al [20] employ contextual information into a redtign framework and show good performances in
comparison with matching to nearest neighbor and SVD-bapptbaches.

In this paper, we compare these different methods and shatbtter results are obtained if contextual
information is used during the matching process. In padicwsing color information into a relaxation frame-
work provides the best results.

2 Using Contextual Information

Local features are not sufficient to resolve ambiguitiegabee no image descriptor is robust enough to be
perfectly discriminant and avoid mismatches. Thus, tha ioleusing contextual information is to improve
matching accuracy by selecting correct matches based anftlmation provided by their neighboring. Local
features combined with global relationships convey moferimation than local features alone. However,
global regions are more likely to be sensitive to occlusiand cluttered background. Therefore, contextual
information should be defined carefully.

Letu = {u1,...,un} andv = {vy,...,v,} be two sets of features from two images. Each feature is
characterized by a SIFT descriptor.

2.1 SIFT with Color Information

Van de Weijer and Schmid [23] extend local feature desarpteith color information by adding a color
descriptor, K, to the shape descriptas,

B= (f(\ /\§) (1)

whereB is the combined color and shape descripkds a weighting parameter, antlindicates that the vector
A'is normalized.

For shape descriptor the authors use SIFT. They try diffarelor descriptors, and show that improvement
of the results depend on the application. However, in génitiey advice to use the robustiedescriptor:

hue = artan (%) (2)
where
1 1
Ol=—(R-G)andO2 = —=(R+ G —-2B 3
R0 TR+ C—2p) ©)

Furthermore, the histogram bfievalues is made stable by weighting each sample by its satarat

sat = 012 + 02>
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2.2 Reinforcement Matching

As noted by Deng et al [4], the goal of reinforcement matchintp increase the confidence of a good match
between two features if they have a similar spatial arramgemf neighboring features. First, a cost matrix that
contains the Euclidean distance between each pair of &saisicomputed:

C = {cijhi<i<n ,1<j<m (4)

Then, from this matrix, a fixed fraction (e.g., 20%) of onestee best matches are chosen to fanthor
regions Finally, each detected region is enlarged to form the regamtext and the cost matrix is updated by
combining the initial Euclidean distance with the contedre. The context score is obtained by counting, for
corresponding bins in the context of two regions, the nunalbematching anchor regions they contain.

/ Cij
o= 5
7 10g10(10 + numsypport) ®)

wherenumypport IS the number of matched anchor features between the caftthe two regions:; andv;.
Matches are found using a nearest neighbor with distanme(NINDR) strategy, i.e. a feature is matched to
its nearest neighbor if that one is much more closer thandgbersl nearest neighbor:

di. = min(D;) < 0.7 min(D; — {d;})

whereD; = {dy,l =1,...,m}.

2.3 Matching with Relaxation

The relaxation method described by Sidibe et al [20] is a @odistic framework which iteratively updates
initial probabilities based on a compatibility function. oké precisely, let define for each featurga set of
initial probabilities:

p = {0} (k)b i=,.m (6)

pY(k) being the initial probability that; is matched withy,,.

Then, these probabilities are iteratively updated by mimiimg a global criterion which takes into account
both consistency and ambiguity of the matching. The autbbosv that the complexity of the method can be
drastically reduced if the criterion is written in a convamti way. In particular, they show that the criterion can
be written as a quadratic function:

1
C([p1a~~~7pn]T) = 522]7?1{7;]'])]' + cte (7)
i=1j=1

where
Hypo -+ Hiy
H=1  H;
Hnl Hnn

and each matriX/;; contains the contextual information provided by the neayhh of ;. See [20] for details.
The algorithm converges to a local minimum after a reducedbrar of iterations and for each featurg the
featurevy, with highest final probability is retained as its correspemtd

For every feature:; and for each of its neighbors;, a circular regionC;; which diameter is equal to the
distance between; andu; is defined. Then, contextual information is obtained by carimg the histograms
of huevalues in both regions’;; andCj,;. We usehuebecause it is shown to be robust to photometric and
geometric variations [23].
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3 Experiments

The next two subsections present comparative resultsnautan two applications: wide baseline matching and
object recognition. In each subsection, we first describalttasets we use and the evaluation criterion for the
application. Then, we present the results obtained wiflerdiht matching methods.

Matching strategiesWe use Harris-Affine regions detector [12] in all experinsg@ind the aforementioned
methods are compare with a standard matching to nearesthagigpproach to see the importance of adding
contextual information. Thus, we compare four differentchang methods:

¢ NNDR: matching to nearest neighbor with distance ratioetdam SIFT alone [9].

e SIFT+COLOR: combined shape and color descriptors [23]. &We the weighting parametar= 0.5
(see Eq. 1).

e REINF: reinforcement matching [4].

e RELAX: matching with relaxation [20].

3.1 Wide Baseline Matching
3.1.1 Data Set

We compare performances of adding color to SIFT, reinfoer@mmatching and relaxation matching using two
datasets. The first datasentains eight sequences of six images each, with growamgfiormation between
the first image and the following ones [15]. In our experirsente use four pairs of images from four se-
guences which represent two different scene types: stegtand textured, and three different transformations:
viewpoint change, image rotation and scale change. The péimages are shown in figure 1. In order to
evaluate the methods in the presence of repetitive pattermsise a second dataset containing four pairs of
images presented in figure 3. There are two structured seswmesvo textured scenes.

3.1.2 Evaluation criterion

In the case of wide baseline matching, the matching perfoce evaluated in terms pfecisionandrecall
of the matching method. These two terms are defined as fallows

#correct matches

= 8
reca #correspondences (®)
where#correspondences stands for the ground truth number of matching regions bevtiee images.
. #correct matches
precision = (9)

#all detected matches

A couple of corresponding featuresand B is assumed to be correct if tlowerlap erroris less than 0.5:
es < 0.5.
es measures how well two regions correspond under a known h@apbg H, and is defined by the ratio
between the intersection and the union of the regions [14]:
(ANHTBH)

=1 AuaTEm (10)

*The dataset is availablelat t p: / / www. r obot s. ox. ac. uk/ ~vgg/ resear ch/ af fi ne/
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Figure 1: Wide baseline matching test images. From lefgiatriGrafitti (viewpoint change, structured scene),
Boat (scale change + image rotation, structured scemna)l (viewpoint change, textured scenBark (scale
change + image rotation, textured scene).

3.1.3 Results

Robustness to large transformations

We present the results obtained using the four pairs of isixagewn in figure 1, witlecall versusl-precision
curves. Let note that a perfect matching method would givecalr equal to 1 for any precision. In almost
all experiments, we observe that adding color informatmB8IFT descriptor gives worst results than matching
with SIFT alone. This is quite surprising, but is due to thet fdnat adding color information to the local
descriptor increases the ambiguity of matching. More gedyi for the images used in this experiment, except
the Grafitti and Boat pairs, color is not a distinctive information because adl tbatures have the same color.
For this reason, SIFT+COLOR gives a reduced number of datanatches, thus reducing the recall.

Despite the relative good performance of SIFT alone, we @liserve that substantial gain is obtained with
reinforcement and relaxation matching for all pairs of imsgln average, RELAX gives approximately 40%
higher recall for a precision equal to 0.7. REINF gives agpnately 20% higher recall for the same precision.
Figure 2 shows the comparative results of the four matchiethods. Note that we do not show results with
SIFT+COLOR for theBoat pair, because it is a pair of greylevel images. The perfoomaf each method
depends on the scene type and on the transformation.

e Scene typesConsidering scene types, we can see that REINF performdava#xtured scenes. It gives
slightly better results than RELAX for thé/all pair of images and similar performances are obtained by both
methods for theBark pair. On the other hand, the performance of RELAX is signifigahigher than that
of REINF for structured scene&(afitti and Boatpairs of images). We can also note that for textured scenes,
matching to nearest neighbor with SIFT alone gives very geedlts, and a small improvement in performance
is obtained with REINF and RELAX. On the contrary, the gaipésformance obtained by adding contextual
information is significant for structured scenes.

o TransformationsRegarding the type of transformation, we see that all metfB&ELAX, REINF, NNDR
and SIFT+COLOR) give higher recall for scale change andiostdBoatandBark pairs of images) compare
with the case of viewpoint chang&«afitti andWall pairs of images). This can be explained by the fact that the
descriptor we use, SIFT, is well suited to rotation and schknges than to viewpoint changes [14, 20]. For
scenes with viewpoint changes, the performance of SIFTrig limited, i.e. the number of detected matches
goes down sensitively when the viewpoint change increasas this reason, adding contextual information
considerably improves the results.

Robustness to repetitive patterns



Electronic Letters on Computer Vision and Image Analysis 7(1):26-39, 2008
32

Gt Boal

0.1 ©— NNDR
3 —=— REIF

) 07 08 09 1] 01 02 0.3

o— nNDR e -
—s— REINF “— REINF
06 — RELAX o F o RELAX
= SIFT+OOWOR / # =— SIFT+COLOR

05

04 " o e
F f 2 e

recall

03

0.1

Figure 2: Wide baseline matching resultecall versusl-precisioncurves for, from left to right and top to
bottom: Grafitti pair, Boat pair, Wall pair andBark pair.

Matching the images of figure 3 is difficult because all thaudess have almost the same SIFT descriptor.
Therefore, matching to nearest neighbor fails and usingegtuel information becomes necessary. The results
obtained for the four pairs of images are shown in table 1. Asan see, matching with relaxation outperforms
other methods. It gives almost twice the number of matcheseddy REINF with a higher precision and a
higher recall.

In the case of textured scendg€nasandBuilding pairs of images), all methods give a high precision. But
for structured scene®ffice and Keybordpairs of images), the precision, i.e. the portion of corraatches,
found by NNDR, SIFT+COLOR and REINF is not sufficient to alltve estimation of the geometric transfor-
mation between the two views by an algorithm such as RANSAC3].

3.2 Object Recognition

In this section, we address two recognition applicatiorged retrieval and object detection. Although these
two problems are often mixed up in the literature under theesdesignation obbject recognitionthere are
quite different in nature. The former problem deals withriesing a given object from a database in which
every object is represented by one or more images. The, laites to detect and localize a given object in a
complex scene which may contain many other objects.

3.2.1 Object retrieval

e Data Set

For this application, we use the SOIL-47A dataset whicha@iost987 images of 47 objects [7]. Each object is
imaged 21 times on a black background, at intervals of ajmately 9 degrees spanning a range up-ti)
degrees. The frontal view of all 47 objects constitute thelehdatabase, and the remaining 20 images of every



Electronic Letters on Computer Vision and Image Analysis 7(1):26-39, 2008
33

SanE

_lalb‘v'lu.u

Figure 3: Repetitive patterns test images. From left totrigwo structured scenddffice andKeybord, and
two textured scene&renas andBuilding.

Images ||  Method | # of matches] precision| recall | time in s |
NNDR 6 0.5 0.064| 0.165
Office || SIFT+COLOR 6 0.50 0.064| 0.997
REINF 16 0.5 0.17 | 0.205
RELAX 38 0.66 0.53 1.364
NNDR 18 0.44 0.1 1.46
Keybord || SIFT+COLOR 7 0.42 0.03 2.89
REINF 18 0.44 0.1 2.17
RELAX 40 0.66 0.37 3.56
NNDR 353 0.94 0.48 2.18
Arenas || SIFT+COLOR 170 0.96 0.23 3.66
REINF 347 0.96 0.47 3.34
RELAX 568 0.98 0.79 5.22
NNDR 276 0.91 0.44 1.72
Building || SIFT+COLOR 93 0.82 0.16 3.00
REINF 300 0.92 0.48 2.61
RELAX 420 0.98 0.72 5.82

Table 1: Comparison of different algorithms with repettpatterns (images of figure 3).
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Figure 4: Object retrieval experiments: example of objé@tthe SOIL-47A dataset.

objects are used as test images. It is important to notidethkaresolution of the model images is 576x720,
while test images have a size 288x360. Figure 4 shows sonnepdes of objects in the SOIL-47A dataset.

e Evaluation criterion
For each viewing angle, the performance of a matching meathedaluated by matching all test images viewed
under that angle to the model database. Then, for each tageirthe model objects are ranked by the number
of found matches in decreasing order. An object is corra&ltsieved under that angle if the correct model
object is among the firgt ranks. Finally, recognition performance for this angle sasured as the percentage
of rank k correct retrievals.

¢ Results
Results for objects retrieval application are summarizethble 2. As we can see, better performances are
obtained when contextual information is used during thechiagy process. In general, the best performance is
obtained for each angle by the relaxation method. Th averagect (rank 1) recognition rate with RELAX is
84.04% for viewing angle in-20 degrees and 67.37% for angles in the rafi@® degrees. When we consider
rank 2 and 3, i.ek = 3, the above performances become 97.33% for angle2ihdegrees and 80.13% for
angles in+60 degrees.

As in the case of wide baseline matching experiments, wreenigtwing angle differs largely from the frontal
model view, the recognition rate becomes lower for any naktho

3.2.2 Object detection

e Data Set

For object detection application, we use a dataset provyegerrari et al [5]. The dataset is composed of 9
model objects and 23 test images. Some test images cont@rakebjects and in total, the objects appear 43
times in test images. This dataset is a very difficult oneesthe test images show large viewpoint and scale
changes, non-rigid deformations, cluttered backgrourbaaelusion up to 89% of the object’s surface.

There are 3 planar objects, each modeled by a single viewpbjgrts with curved shapes modeled by 6
views, 3 objects with complex 3D shapes modeled by 8 viewd,cae frontal view of a 3D object. A single
view of each object model is shown in figure 5 and some exangblesst images are presented in figure 6. As
we can see, figure 6, there is considerable clutter in thénegjes and the objects appear smaller than in the
models, making the matching task a very challenging one.

fThe dataset is available bt t p: / / www. vi si on. ee. et hz. ch/ ~ferrari
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viewing recognition rate % (rank 1) recognition rate % (rank 3)
angle in degrees | NNDR | SIFT+COLOR | RELAX | REINF || NNDR | SIFT+COLOR| RELAX | REINF
-90 0 0 0 0 0.63 12.76 6.38 10.63
-81 0 2.12 2.12 2.12 8.51 23.40 6.38 8.51
-72 2.12 8.51 4.25 2.12 21.27 19.14 23.40 | 21.27
-63 8.51 8.51 10.63 8.51 25.53 25.63 42.25 | 23.40
-54 21.27 10.63 31.91 | 25,53 | 31.91 25.53 44.68 | 42.55
-45 42.55 38.29 55.31 | 48.93 | 57.44 51.06 63.82 | 63.82
-36 53.19 29.78 61.70 | 57.44 | 76.59 53.19 78.72 | 78.72
=27 74.46 68.08 76.59 | 74.46 | 80.85 72.34 85.10 | 78.72
-18 61.70 68.08 80.85 | 72.34 | 87.23 74.46 95.74 | 89.36
-9 85.85 51.06 89.36 | 87.23 | 89.36 72.34 100 100
+9 80.85 59.57 85.10 | 82.97 | 89.36 78.72 100 100
+18 76.59 48.93 80.10 | 76.59 | 91.48 70.21 93.61 | 89.36
+27 63.82 42.55 70.21 | 70.21 | 70.21 68.08 85.10 | 74.46
+36 51.06 40.42 61.70 | 53.19 | 72.34 59.57 82.97 | 78.73
+45 44.68 40.42 57.44 | 48.93 | 65.95 53.19 70.21 | 61.70
+54 48.93 48.93 57.44 | 57.44 | 53.19 61.70 61.70 | 57.44
+63 12.76 21.27 12.76 | 12.76 || 25.53 19.14 29.78 | 25.53
+72 10.63 12.76 10.63 | 12.76 || 21.27 29.78 2553 | 21.27
+81 6.38 6.38 4.25 6.38 10.63 19.14 21.27 8.51
+90 2.12 0 4.25 2.12 8.51 4.25 10.63 8.51
Total average 37.48 31.64 42.86 | 40.10 | 49.89 44.68 56.36 | 52.12
Average+60 deg.|| 58.68 45.56 67.37 | 62.93 | 72.16 61.69 80.13 | 76.23
Average+20 deg.|| 76.06 56.91 84.04 | 79.78 | 89.36 73.93 97.33 | 94.68

Table 2: Objects retrieval results using the SOIL-47A dattalSor each viewing angle, the best recognition rate
is underlined.

Figure 5: Object detection model objects. From left to rigindl top to bottom: 3 planar objects, a complex 3D
object, 3 objects with complex 3D shapes and 2 objects withetlishapes.
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Figure 7: Object detection results.

e Evaluation criterion
Performance is evaluated with ROC curves. For every majcstiategy, we process all pairs of model-object
and test images and we count the number of matched featunesbjact is detected in a test image if the
number of found matches is above a defined threshold. RO@sane obtained by varying the threshold from
0 to 200 matches as in [5]. Note that if an object is modelecelgrl views, the number of matches is summed
over all its views.

e Results
Comparative results are summarized in figure 7. As in the chsade baseline matching, adding contextual
information through the matching process considerablyravgs the results. RELAX and REINF performs
better than NNDR, which itself outperforms COLOR+SIFT. Takaxation based method gives the best results.
It achieves a detection rate of 65% with 10% false-positiver the same false-positive rate, REINF achieves
55% detection rate, NNDR gives 40% detection rate and SIFJI#@R only achieves 20% detection rate.
Nevertheless, none of these methods is satisfactory dugherevel of difficulty posed by the dataset.

3.3 Discussion

From the results presented above, we can see that addirextaitinformation improves the matching results.
On average, the performance of reinforcement matchingnisri¢han that of matching with relaxation. REINF
tries first to increase the matching score of good matchesdbas the spatial distribution of sonaamchor
features Then, matches are found with a nearest neighbor approftieskeanchor featuresre not correct,
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the matching score will not be increased in the right way.c8itheseanchor featuresare chosen based on
the Euclidean distance between SIFT descriptors, theytnhighncorrect in the presence of clutter or large
deformations.

The relaxation based approach, increases the probabildygood match based on the configuration of its
neighbors. In the method presented in [20], if a match assiga a feature is natonsistentwith those of its
neighbors, then this match is discarded: i.e. its proldghiiecreases. The reason why RELAX performs better
than REINF, specially in the case of repetitive patternsersainly the use of color information in the relaxation
framework. As noted in [23] and [20], SIFT is based on geoimétformation alone, so it make sense to add
a complementary photometric information which help toidgish between similar features.

In the case of object retrieval, both REINF and RELAX givadeperformances than NNDR and SIFT+COLOR.
The poor performance obtained by the latter method can Haierg by the fact that many objects have very
similar color (SOIL-47A dataset), thus increasing the diffiy of retrieving the correct object first. The weak
performance in object detection application for all methimimainly due to the higher level of difficulty posed
by the dataset. In mainly cases, only a very small numberroécbmatches, if any, is obtained when the object
is present, which leads to poor recognition performanceasyeyer, as the relaxation based method is able to
produce more correct matches, it achieves better perfarean

We should also notice that Ferrari et al [5] propose a redmgniramework based on image exploration
which works extremely well on this dataset. The method, fingt a set of initial matches and then gradually
explores the test image to construct more and more matches.mEthod achieves 98% detection with 6%
false-positive but is computationaly expensive. It takesua 4-5 minutes to process a pair of model and test
images [5], which is very slow in comparison with the few sat® needed by the methods presented in this
paper.

4 Conclusion

In this paper we have investigated the necessity of usingegtral information for matching with local invari-
ant features. Because local features are not sufficientstive ambiguities, additional global information is
needed. We showed that better results are obtained if doaterformation is included in the matching pro-
cess and we compared two different methods of using cortexhétching. Experimental results in both wide
baseline matching and object recognition applicationdicate that matching with relaxation performs better
than reinforcement matching. The reason being that thedomethod uses color information which help to
distinguish between similar features.

It could be interesting to combine the idea of region contazes in the reinforcement approach, with the
relaxation framework. Moreover, using different types @étiures could also be useful for applications such
as object recognition, since it is known that different d&ies respond to different types of structures in the
image.
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