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Automatic Detection of Facial Midline
And Its Contributions To Facial Feature Extraction
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Abstract

We propose a novel approach for detection of the facial médifom a frontal face image. Using mid-
line as a guide reduces computational cost required foalféeature extraction (FFE) because the midline
is capable of restricting multi-dimensional searchingcgess into one-dimensional search. The proposed
method detects the facial midline from an edge image as tmegiry axis using the generalized Hough
transformation. Experimental results on the FERET databaiicate that the proposed algorithm can accu-
rately detect facial midlines over many different scaled motation. The total computational time for facial
feature extraction has been reduced by a factor of 280 usenmidline detected by this method.
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1 Introduction

Biometrics employing a fully automatic face recognitionaotthentication technologies requires both face de-
tection and recognition[1]. In the face detection probleve,are given an input image that may contain one
or more human faces (or it may contain no face at all). Theesohthe face is not known in advance. For
example, in &12 x 768 input image, the face may appear in a small regidx 64 size, or it might occupy the
entire rangé12 x 768 pixels. The problem is to segment the input image and isdteéace(s). Particularly,

it is necessary to determine a tight bounding box around femehthat contains just the face (forehead to chin),
excluding as much of the hair as possible. Of course, thdtsesiuthe recognition task[2] depend heavily on
how well the detection task has been done. For example, viieelndunding boxes are not tight enough, Chen
et.al[3] showed that non-face artifacts tend to dominaterence corrupt the feature extraction process needed
for recognition.

For a human face, there are important features or landmhatshe can exploit for detection purposes. If
the position of these facial features is known, then facedtiein and localization can be done easily and more
accurately.

The detection of facial features, though, is computatignakpensive; hence it makes sense to apply the
detection only in the vicinity of a face and not the entire gagwhich may contain many non-face artifacts).
Even for frontal face images can be observed as the mostesiitphtion in face recognition, there are many
parameters to estimate, for instance location of eachrieatgale and rotation of faces. If we get any guides
that can be utilized for facial feature extraction by a mdttimat is easier than that for facial features, it is
possible to reduce total computational costs.
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The facial midline, in other words the facial symmetry aigspne of promising candidates for such guides
to reduce the computational cost. The extraction of facialine is equivalent to the detection of facial slant
angle and localization of the center point between each legece, the extracted midline can be utilized to
normalize the slant and location of the face. This reducestimplexity of facial feature extraction. Also the
facial midline has additional contributions for face reaibign. For example, Quintilianet al. [4] reported
that symmetrization of face image could improve the peréoroe of face recognition. Symmetrization, which
means reconstructing the dark side of the face from the sldarin this case, utilized the facial midline.

In this paper, we propose a facial midline detector basedeoemlized Hough transformation (GHT). This
method detects the facial midline from a grayscale imageevbee frontal face is. Since faces are often slanted
in image, the detection method must be robust for thesetiemiaNVe present an automatic detection technique
of the facial midline and evaluate the performance of thgppsed method by experiments with facial images
from the FERET database[5].

The proposed method detects the facial midline based orhingta binary edge image of input face and its
mirror image. GHT is used for the matching. For binary imag&dT behaves an equivalent algorithm as the
correlation method. However it has advantages on computdticost and noise tolerance. In this paper, we
also proposed a fast algorithm of GHT for symmetry deteatibfaces.

In contrary to our method X.Chesat al[6] have proposed an automatic methodology for the facialline
detection. In their method, axes of facial symmetry areaetkas those which maximize tNevaluethat is
based on the gray level differences (GLD) between the bdesgif the axis. Their approach has the following
twofold drawbacks. (1) th& valueis quite sensitive to change of lighting conditions: if fagee illuminated
from left or right sides, GLD is easily influenced. (2) It isoputationally expensive because the maximization
problem for theY valueis solved by a sweeping algorithm: in other words, to find & axiich maximizes
the Y value we have to evaluate all combinations of rotation and pmsitf candidates. Other method has
been proposed by Hiremath and Danti[7]. In this method, a feexplained by theines—of—Separability (LS)
face modelwhich includes the facial symmetry axis. To obtain this LSdelp we have to extract both eyes
from frontal face image before detect the symmetry axisnHtas point of view, this method is observed as
a bottom—up approach which is opposite to our method. Amaheup of methods employ models of facial
shape and appearance liketive Appearance Mod@B]. These methods utilize pre-trained model or template
and fit them to input face image. Our proposed method doesqatre such preliminary training.

The remainder of this paper is organized as follows. In $ack, we present the proposed methodology
used for face midline detection. Section 3 gives experialersults and contributions by this method for facial
feature extraction is given in Section 4. Section 5 givesudisions.

2 Proposed M ethodology

In this section, we present the proposed methodology faalfagidline detection. Our method is based on
bilateral symmetry of human face and extracts the symmetdiy @ the facial midline. To extract the axis
reliably, we employ the generalized Hough transformati@rT)[9][10] that is able to extract non-analytical
curves from an image.

2.1 What isthefacial midline?

We define the facial midline as the perpendicular bisectathefinterocular line segment (connecting each
eyes). As exampled in Figure 1, when the face in an input ingglanting with the anglé, the midline should
be detected having the same slanting angle. Detecting atlirm® image is an equivalent problem of detecting
one point at which the line passes and the angle of the lindzigare 1, the line passing through the point
¢ = (¢, ¢y) and the anglé is expressed as

T—C  Y—¢y

(1)

sin cosf
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Figure 1: Example of facial midline as the symmetry axis

We can determine these two parameterandd, from a pair of points between which symmetry axis line
passes. When two pointg,= (p,, py) andq = (¢, qy), are symmetrical to each other such that a poiah
the axis can be expressedas %. And the angle is obtained as that is orthogonal to the anglégt p).
Consequently, we can rewrite expression (1) ugiramdq as follows.

Pz + Qx Dy +q
(9 (a3
2 _ 2 )

sin cos 6 ’
0 = tan <%> . 3)

The problem to solve is to extract this pair of symmetricahs) which are given as examples pyandgq in
Figure 1.

We employ the assumption where a frontal face is globallyragtnical. However, the symmetry of faces
is easily corrupted when faces are illuminated form leftightrsides. In this case, to reduce the influences by
illuminations, we have to combine preprocesses in our ntetho

2.2 Overview of the methodology

The proposed method consists of three main stages, as shdwgure 2. In the first stage, we apply pre-
processing that consists of edge detection, thresholdidghaise removal. The input of the proposed method,
which is demonstrated by (a), is a grayscale image contamme human face in unoccluded frontal view. The
size of image i$12 x 768 pixels. And the face is nonrigid and has a high degree of biitiain scale, location,
and slant. The resultant image after the preprocessingiosnstrong edge components of which lengths are
sufficient for the GHT. An example of resultant preprocedsseage is shown in (b). The second stage of this
method is the GHT. The GHT requires a proper reference poimehsonable execution. The reference point is
illustrated byp in (b). The GHT extracts the point that is symmetric to therefice point. The resultant point
is called the relevant point in this research, which is detdity g in (c). In the third stage, using the detected
coordinates of two symmetric poingsandg, we obtain the facial midline by (2).

Brief descriptions of the each process are presented irotlosving subsections.

2.3 Preprocessing

The preprocessing in the proposed method generates a leidgeyimage from input images. Since the GHT
algorithm we employ in the second stage is applicable onby bmary image, it is important to obtain proper
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Figure 2: Three main stages of the proposed facial midlineatien

binary images for sufficient results. For instance, the fyinaage that includes too much noise increases
the computational cost of the GHT and easily corrupts thaltesnean while the image with too little edge
components makes the reliability of the GHT significantlyakie

At first, edge magnitude of an input image is calculated bgpgifie Sobel operator. Edge image is binarized
by p-tile thresholding. In this method, a threshdldis selected as such tha¥% of the image area has gray
values (i.e. edge magnitude) less tHaand the rest has gray values larger tliarBecause the Sobel operator
enhances noise in the original image, the resultant bimaagée might contain some noise if we could determine
the best threshold. To remove the noise, we eliminate edgwgegits whose length is smaller thBnpixels or
grater thar,, pixels. HereL; andL, are two threshold values. These values are estimated feraxgreriment
and it is discussed in Section 2.6. The length of edge comysrman be obtained by 8—connective boundary
following algorithm. After the boundary following, eachglcomponent is represented by the contour code.

24 Generalized Hough Transformation

The generalized Hough transformation (GHT) is an algoritbialetect objects, which have the same (or similar)
shape as a given template, from given binary images. It idgraralty known that GHT is robust to both noise
and lack of objects in images. For binary images, GHT behasesfast algorithm of template matching. To
adapt a template to objects in an input image involving wgaé poses: scale, position and rotation, we have to
transform and apply the template on the input image by répetihence the computation cost becomes high.
To reduce this computational time, GHT employs voting stggtin a parameter space whose dimensionality is
equivalent to the variety of poses.

The GHT in this research is aimed at finding the relevant pbiitis symmetry to the reference point. The
assumption of facial bilateral symmetry suggests that tigee émage might also be symmetric. So we employ
the mirror image of the binary edge image obtained by pregg®as a template. This means that GHT detects
the most similar shape object to the mirror image from thatyiredge image. When GHT detects the object,
we can easily detect the pair of symmetry points.

The tasks of GHT in the proposed method are as follows:

(1) Sdlection of thereference point: For GHT, we should select a reference point in an image. Tleetsan
of the reference point is arbitrary but very important foagenable execution because it influences the
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Figure 3: The generalized Hough transformation in the pgedanethod

performance of the following GHT steps. Sato and Ogawa [BVElobserved that using the center of
gravity (CG) of edge pixels as the reference point contebub the most reliable results by GHT. To
verify this contribution of CG to the result of GHT, we penfioed a pilot experiment using 400 facial
images same as in Section 2.6. In this pilot experiment,dfexence point were switched among several
candidates including CG and tested using the performanpediine detection (described in Section 3).
The results of the experiments suggest that CG provides tst accurate midline detection.

Therefore, we use CG of all black pixels (edge pixels) in thaty edge image as the reference point.
CGp is obtained by,

p= (4)

N N ' N

N N N
> € > €z D Ejy
Jj=0 _ (ij j=0 )
where,e; = (e, €j,) andN denote an edge pixel and the total number of edge pixels ibitizey edge
image, respectively. An example of the reference point@svshasp in Figure 3 (a).

(2) Generation of thetemplateimage: As described above, we use the mirror image of the binary iedage
corresponding to the vertical axis as a template. When the @dage is symmetric corresponding to
the vertical axis, the original image and the template migghoverlap considerably at the relevant point
(Figure 3(b)).

(3) Voting in the parameter space: The GHT'’s parameter space in this method becomes three diomath
i.e. ¢z, gy and rotationd. They correspond to the object’s variety of poses. Figure) il(istrates the
voting process in this method. The sweeping template, wikigioint symmetric image of the template
(b), scans each of all edge pixels in the binary edge imagen®sweeping, the corresponding point in
the parameter space accumulates the vote from the templatgei

(4) Detection of therelevant point: The location and the angle of rotation of the template areatiet! from
the point in the parameter space, where the maximum votihg vs obtained (Figure 3(d)).
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Figure 4: Basic idea of fast midline detection

25 Fast Algorithm of GHT

The above tasks provide the proper information to adapetmplate to the binary edge image, though, compu-
tational time for these tasks, especially for voting in theeé-dimensional parameter space, is not negligible.
To reduce this cost, we introduce the following restrictionthe parameter space.

When a human face displays symmetric corresponding to tiieakaxis, in other words the face is straight
in image; the vertical position, of the template (mirror image) is exactly same as that of tigiral binary
edge image. If both the reference and edge images weredatétethe same angle to the opposite direction
each other, the change g@f between the template and the original image is eliminatdus means that the
dimensionalities of the parameter space are restricteddpgt, and6. Figure 3 and Figure 4 illustrates the
basic concepts of this method. In this method, the rangecadlfalanting angle is assumedés [—15°, 15°].

Computational time for GHT is significantly reduced by thastfalgorithm. In our pilot study, the time for
one GHT operation is reduced from 10[s] to 0.15[s] on 2.6 GiiellCore2 processor.

2.6 Parameter Settings

The proposed method requires some preliminary defined deasnp for the p-tile thresholding and.; and

L, for the noise reduction. To determine these parametersewermed the following preliminary experiment
with a data set consisting 400 frontal face images seleeedomly from the FERET database. The GHT-
based facial midline detection described above is applealctO0 facial images with each combination of the
following parameter settings,

p6{5767778>"' 720} [%]7 (5)
L; € {5,10,15,--- ,30} [pixeld, (6)
Ly, € {500,600, 700, - -- , 1500} [pixels). @)

Each combination of parameters is evaluated for the shiftzargle errors (described in the next section). The
combination that yields the highest performange:L;, L,,) = (11, 20, 1400) is selected.

3 Experiments

To verify the effectiveness of the proposed method, we atidyproposed method to the images from FERET
database. Some examples of detected midline are shownuneFi§. The white line in each picture is the
detected midline. The face midline over many differentessand rotation has detected correctly.

Figure 6 shows examples where the conventional GLD—basddonhelid not yield accurate midline due
to the lighting asymmetry on the face; and in contrast, treppsed GHT-based method extracted midline
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Figure 5: Result of the midline detection

by GLD method (conventional)
by GHT method (proposed)

Figure 6: visual comparison of extracted midlines

accurately. White and yellow lines denote the extractedingd by the GLD—based method and the GHT—
based one, respectively. In these examples, lighting tondbn each side of a face is different. The GLD—
based method is too sensitive for such difference of lightand extracted an axis of local symmetry instead of
that of global symmetry. In contrast to this, the proposediddhsed method could extract ideal midline as an
axis of global bilateral symmetry even if edge componerss i the dark side of a face.

Next, we quantify the performance of the proposed method/bluation experiment with 2409 frontal face
images from the fa and fb probes in FERET database. For #tiswwe compare the detected midline with the
reference midline obtained from ground-truth eye locaioAs used in [6], two measuremengs)gle error
Af anddistance errors, are used to evaluate the performance of midline deteclibr.angle erroAd is the
difference between detected and reference midlines. Tdtardie erros is the distance between theses two
midlines on the interocular line segment. Figure 7 illugisehese measures.

To demonstrate the advantage of our proposed method, weatertige proposed method and the conven-
tional one, which has been proposed in [6], for the angle hadlistance errors. Figure 8 shows cumulative
histograms of the angle error and distance (shift) errohefdetected midlines for the 2409 images in FERET
by Chen’s conventional GLD-based method and our proposdidoshe The conventional GLD—based method
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Figure 7: angle error and distance error for evaluation
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Figure 8: Performance evaluation by cumulative histograms

was implemented to work on the same condition as our propGéé¢t-based method. Both methods were
tested on the same data set.

93.48% of the detected midlines are within 5 degrees angte; ehis means that the rotations of face in
93.48% of input images are correctly estimated by the pregosethod. And 84.52% detected distance error
are within 10 pixels; this means that the positions of miliim 84.52% of input images are detected correctly.
These results suggest that the performance of our methagbésier than that in [6]. This result suggests that
the proposed method provides acceptable performancedanitiline extraction. The computational time of
the proposed method for the 2409 facial images is 369.1%[a]266 GHz Intel Core2 CPU. The frame rate is
6.53 [frames/s].

We disucussed here some detailed investigation about tile and distance errors. An input frontal face
is expected to slant on the image plane. The midline deteetigorithms are required to detect these slanting
angle of face; hence, it is important to invest the tendetidhieerrors with the variety of facial slanting angle.
The FERET database has variety in facial slanting anglesoroitisisting images. We grouped the images that
have same slanting angles and calculated the mean of eaghdleeand distance errors on each group. Figure9
shows the results of evaluation the conventional GLD andgtbhposed GHT for the relationship between the
mean errors and facial slanting angle calculated from thengground-truths. From the results, the followings
are observed:

1. For the most of slanting angles, the proposed GHT vyieldealler mean error than that by the conven-
tional GLD.

2. The distance error of the conventional GLD increased laithe slanting angle. In contract, the distance
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Figure 10: Performance comparison between the proposethamdnventional methods.

error of the proposed GHT is nearly-constant.

Figure 10 (a) to (c) illustrate the comparison of these str¢a) and (b) illustrate the number of images
where the angle and the distance errors are less than 5 dexgrdel 0 pixels respectively; in other words, the
midline is detected correctly. (c) illustrates the numbkemmages where both the conditions of angle and
shift are satisfied. These results indicate that the acgwfamidline detection is significantly improved by the
proposed method. We also compare these methods for the tatiopal time. Figure 10 (d) indicates that the
computational time is reduced from 18.1[s] to 0.15[s] foe amput image.

4 Contributions of midline detection to facial feature extraction

The contribution of the proposed method to the facial feaéxtraction (FFE) is considerably significant. Here,
we discuss the advantage of the detected midline in FFE.

The use of a midline as a guide for feature extraction redtleesomputational time required for FFE. In
FFE, an algorithm must estimate many parameters, whichribesihe face, i.e. scale, rotation and position.
Midlines which are estimated properly eliminate thesenesion tasks for rotation and reduces the range of
position variety.
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Figure 11: Results of the facial feature extraction wheeerttidlines are employed as guide for restriction to
the vertical scan-line number of one.

Figure 11 shows examples where the detected midlines adeassguide for eye detection. In this figure,
all eyes are extracted sufficiently employing midlines. Pheposed method followed by a simple template
matching is employed for the extraction of eyes. Since we labtained the rotation angle and the position
of the midline before the template matching, the rotatioth parallel shift are corrected preliminary; it makes
the matching method simpler. The comparison of computatiome between the methods with and without
the midline detection provides that midline detection ehuthe total computational time from 280 to 1 for the
FERET database.

5 Discussion

Generally, there is a tradeoff between the computationa¢ tand required resolution for pose estimation in
a template matching algorithm. Of course, this applies ensally for GHT. In our proposed method, facial
slanting angle and horizontal position of correspondiniptpg is estimated in degree and pixel. If sub-degree
or sub-pixel estimation is required, the computationaktimincreased. However, it is empirically revealed that
the computational time of proposed GHT-based method islenthban that of the conventional GLD—based
method in the same resolution.

From the result in Figure 10, the proposed method has bedtésrmance of midline extraction than that of
GLD-based method. And the computation of the proposed rdathsignificantly short. This is because that
the proposed method utilizes binary edge images and GHhédé¢tection of symmetry. The Sobel operator
and p—tile thresholding yields sufficient binary edge imagescahhare more robust than original grayscale
images.

In above experiments, the effectiveness of the proposeldadestas evaluated using images from the FERET
database which consists of plain background. When the peabmethod is applied on an image which contains
complex and arbitrary background, edge components in emipckground affect the symmetry detection
by GHT in the proposed method. However, for such case, egisgtice detection modules[1, 12, 13] could
be utilized to eliminate the background. This contributeshie proposed method extracting correct midline.
Figure. 12 shows an example where the complex backgroundpted the proposed midline detection and
we obtained correct result if we do not consider the backgaegion and consider only in face region (see,
Figurel2 (b)).
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Figure 12: Midline detection result of the proposed GHT-eolamethod when it applied on an image containing
complex background; (a) in accurate midline detection dubé affects of complex background, (b) recovered
midline using preliminary face detection.

6 Conclusions

In this paper, we propose a detection methodology for the faiclline from an image. Our method based on
the GHT is fast, easy to implement and has good performansagldletected midlines as a guide for facial
feature extraction reduces the computational cost.

Our future work consists of (1) further improvement of thefpenance, (2) comparing the performance of
this method with other methodologies and (3) developmeptapber application of the detected midline.
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