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Abstract 
The motivation of this work is based on two key observations. First, the classification algorithms can be 

separated into two main categories: discriminative and model-based approaches. Second, two types of patterns 
can generate problems: ambiguous patterns and outliers. While, the first approach tries to minimize the first 
type of error, but cannot deal effectively with outliers, the second approach, which is based on the development 
of a model for each class, make the outlier detection possible, but are not sufficiently discriminant. Thus, we 
propose to combine these two different approaches in a modular two-stage classification system embedded in a 
probabilistic framework. In the first stage we estimate the posterior probabilities with a model-based approach 
and we re-estimate only the highest probabilities with appropriate Support Vector Classifiers (SVC) in the 
second stage. Another advantage of this combination is to reduce the principal burden of SVC, the processing 
time necessary to make a decision and to open the way to use SVC in classification problem with a large number 
of classes. Finally, the first experiments on the benchmark database MNIST have shown that our dynamic 
classification process allows to maintain the accuracy of SVCs, while decreasing complexity by a factor 8.7 and 
making the outlier rejection available. 

 
Key Words: Classifier Combination, Support Vector Classifier, Model-based Approach, Outlier Detection, 

Errror-Reject Tradeoff, Classifying Cost, Isolated Handwritten Digit Recognition. 
 

 

1 Introduction 
The principal objective of a pattern recognition system is to minimize classification errors. However, 

another important factor is the capability to estimate a confidence measure in the decision made by the 
system. Indeed, this type of measure is essential to be able to make no decision when the result of 
classification is uncertain. From this point of view, it is necessary to distinguish two categories of 
problematic patterns. The first one relates to ambiguous data which may cause confusion between several 
classes and the second category consists of data not belonging to any class: the outliers. 

Furthermore, most classification algorithms can be divided into two main categories denoted as 
discriminative and model-based approaches. The former tries to split the feature space into several regions 
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by decision surfaces, whereas the latter is based on the development of a model for each class along with a 
similarity measure between each of these models and the unknown pattern (see Figure 1). Different terms are 
used in literature to refer it, generative method [2], density model [18], approach by modeling [23] or model-
based classifier [21]. 

 
 

 

 

 
(a) discriminative (b) model-based 

Figure 1: Two types of classification approaches 

Thus, as is shown in [18], the discriminative classifiers are more accurate in classifying ambiguous data, 
but not suitable for outlier detection, whereas model-based approaches are able to reject outliers but not 
effective in classifying ambiguous patterns. Considering this, the authors propose to hybridize the two types 
of approaches internally or to combine them externally. In a more recent paper [19], the same authors have 
tested an internal fusion of the two approaches. Their method improves the accuracy of the model-based 
approach by using discriminative learning. However, even though their classifier is more accurate, it is not as 
accurate as the best discriminative approaches such as support vector classifiers.  

Hence, in this paper, we propose to combine a model-based approach with support vector classifier 
(SVC). This classification system should give high accuracy and strong outlier resistance. The idea is to 
develop a two-stage classification system. At the first stage, a model-based approach can directly classify 
patterns that are recognized with high confidence, reject outliers or insulate those classes in conflict. Then, if 
conflict is detected, the appropriate SVCs will make better decision at the second stage. Another advantage 
of this combination is to reduce the main burden of SVC: the processing time necessary to make a decision. 

Thus, the proposed system is a multiple classifiers combination, which is a widely studied domain in 
classification [4][9][15][14][15]. Although a number of similar ideas related to two-stage classification to 
treat ambiguity were introduced in recent papers [1][5][8][21][22][24], our classification system remains 
different and original. Indeed, the idea of multiple classifiers combination to treat ambiguity is presented in 
[8], but the proposed system combine only different model-based classifiers and is only tested on 2D 
artificial data. On the other hand, the combination of model-based and discriminative approaches is proposed 
in [5][8][21][22] but their motivations are different. In [5], the model-based approach is used in a second 
stage to slightly improve the rejection capability of the MLP used at the first stage. In [21], the authors use 
only a few MLPs to improve the accuracy of the first classifier, which used a reduced number of prototypes. 
In [22], the authors use fuzzy decision trees to improve significantly a first system based on fuzzy clustering, 
but their combination is not as accurate as SVC. Concerning the use of SVCs in a second stage of 
classification to improve the accuracy two different approaches are presented in [1][24]. In [1], the authors 
take into account the problem of complexity of SVCs, but in the first-stage they use MLP which is another 
discriminative approach. Furthermore, their system does not make decisions at the first-stage and always 
uses one SVC, and never more than one, which limits the performance of the system. In [24], the authors 
propose several elaborate strategies for detecting conflicts. However, they do not take into account the 
problem of complexity. Indeed, the first-stage uses a complex ensemble of classifiers. Moreover, the results 
of their two-stage system are not compared to a full SVCs system. Thus, if the use of SVCs can improve the 
accuracy of the ensemble of classifier used in the first stage, would it then be better to use a full SVCs 
system?  

Moreover, we embed our system within a probabilistic framework, because as mentioned in [20]: “The 
output of a classifier should be a calibrated posterior probability to enable post-processing”. Indeed, this type 
of confidence measure is essential in many application, when the classifier only contributes a small part of 
the final decision or if it is preferable to make no decision when the result of classification is uncertain. So, 
in the first stage, we estimate the probabilities with a model-based approach and re-estimate only the highest 
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probabilities with appropriate SVCs in the second stage. Thus, to compare the quality of the probabilities 
estimate by the different methods, we use the Chow’s rule to evaluate their error-reject tradeoff. Indeed, as it 
is shown in [6], this rule provides the optimal error-reject tradeoff only if the posterior probabilities of the 
data classes are exactly known. But, in real applications, such probabilities are affected by significant 
estimate errors. In consequence, the better the probabilities estimate is, the better the error-reject tradeoff is. 

This paper is organized as follows: Section 2 presents the model-based approach, while the section 3 
presents its combination with discriminative approach. Section 4 summarizes our experimental results and 
the last section concludes with some perspectives.  

2 Model-based approach 
One of the main advantages of this type of approach is the modularity. Indeed the training process is 

computationally cheap because the model of each class is learned independently. Thus, it is well scalable to 
large category problems such as Chinese character recognition [12]. On the other hand, this also facilitates 
the increment/decrement of categories without re-training all categories. 

2.1 Characterization of the pattern recognition problem 
Although this type of approach is not very discriminant, it can be used to characterize the problem of 

pattern recognition.  Thus, three cases can be considered during testing: 

• A single similarity measure is significant. The pattern can be directly classified. 

• Several similarity measures are comparable. It is an ambiguous pattern and it is better to use a 
discriminative approach to make decision. 

• All similarity measures are unsignificant. The pattern can be considered as an outlier. 

An artificial toy example with only 2 features is presented in Figure 2 to show how this type of classifier 
is able to detect outliers and ambiguous patterns. The ideal similarity measure of each class is represented by 
level line in (a) and (b). Thus, we can see that it is possible to use it to make new interesting measures. 
Indeed, in this simple example with two classes, the maximum of the two similarity measures shown in (c)  
can be used to detect outlier, whereas the minimum shown in (d) can be used to detect conflict. 

 

  
(a) similarity measure m1  

 
(b) similarity measure m2 

 

  
(c) max(m1 , m2) (d) min(m1 , m2) 

Figure 2: Use of model-based approach to detect outliers (c) and ambiguous patterns (d) 
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2.2 Modeling data with hyperplanes 
To start, we make the assumption that each class is composed of a single cluster in the feature space and 

that data distributions are Gaussian in nature. Then, a classical Bayesian approach consists to use parametric 
methods to model each class statistically based on data means and covariance, which can be used in 
quadratic discriminant functions to make decision. But, it is shown in [12] that quadratic discriminant 
functions are very sensitive to the estimation error of the covariance matrix. Thus, in many applications with 
a large number of features, it is preferable to regularize the covariance matrix. Another improvement 
proposed in [12] is to neglect the nondominant eigenvectors, because the estimation errors in the 
nondominant eigenvectors are much greater than those of the dominant eigenvectors. 

With the same idea, it is possible to model each class ωj with a hyperplane defined by the mean vector µj, 
and the matrix Ψj which contains the k first eigenvectors i

j
! extracted from the covariance matrix Σj. 

Then, the measure of the similarity (or dissimilarity) used is the projection distance on the hyperplane: 

  

d j (x) = x ! f j (x)
2

 ( 1 ) 

Thus, given a data point x of the feature space, the membership to the class ωj can be evaluated by the 
square of the Euclidean distance dj from the point x to its projection on the hyperplane: 

  

f j (x) = x ! µ j( )"j( )"j

T + µ j  ( 2 ) 

Finally, it is possible to reformulate the projection distance to reduce the complexity of calculation:  

{ }
22

1

( ) ( )
k

i

j j j j

i

d x x xµ µ !
=

= " " "#  ( 3 ) 

The Figure 3 shows a simple example of projection distance, where each class is modeled by its principal 
axis (k = 1) and the data point x is projected on f1 (x) and f2 (x). 

 

 

Figure 3: 2D example of projection distance 

Although it would be preferable to bound the hyperplanes with the intention to close the decision surface, 
when the feature space is very large and bounded, it seems that the probability that a pattern is far away from 
the training data and close to the hyperplane is very low. Thus, it is shown in [11] that the accuracy obtained 
by the projection distance method is very close to the accuracy of a three layer autoassociative neural 
networks with sigmoid function on the hidden layer, which guaranties to close the decision surface [7]. 

Furthermore, this method requires the optimization of only one parameter: the number k of eigenvectors 
used. But, as we can see in section 4.1, this parameter is crucial for classification. Thus, if k is too small, the 
models are not precise so we loose too much information. In fact, while k = 0, each class is model by a 
simple prototype that is the mean vector µj of training data. On the other hand, if the value of k is too large, 
the models are not discriminative. At worst, if k = d, where d is the dimension of the input pattern, the 
hyperplane embeds all the points of the feature space. Hence, for all point x, the projection distance will be 
null. 
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2.3 Estimate posterior probability 
Thus, if the processed pattern is not an outlier, we can estimate posterior probability in the first stage of 

our system. Then, if we suppose that the distribution of the projection distances between the margins is 
exponential, we can use the softmax function to map projection distance to posterior probability: 

  

ˆ P f (! j | x) =
exp("# d j (x))

exp("# d j ' (x))
j '=1

c

$
 

( 4 ) 

3 Combination with discriminative approach 
Thereafter, if a pattern is considered as ambiguous in the first stage of our system, we use appropriate 

discriminative experts to re-estimate only the most significant posterior probabilities in the second stage. 

3.1 Conflict detection 
The first step is to detect the patterns that may cause confusion. In [1] and [21], the authors consider that 

conflict involves only two classes and they use appropriate experts, to reprocess all samples in [1], or just the 
samples rejected by the first classifier in [21]. However, we consider that conflict may involve more than two 
classes. Hence, it is preferable to use a dynamic number of classes in conflict. With this intention, we 
determine the list of p classes 

  

  

{!
!(1)
,… ,!

!(p )}  of which the posterior probabilities estimated in the first 
stage are higher than a threshold ε.  Thus, 

  

  

!( j)  is the index of the j th class that verifies: 

  

  

ˆ P f (!
!( j ) | x) > "  ( 5 ) 

 Then, if p is superior to one, we use in the second stage the appropriate discriminative expert to re-
estimate the posterior probabilities of the p classes. Finally, this parameter controls the tolerance level of the 
first stage of classification and consequently the classifying cost. Indeed, the smaller the threshold ε is, the 
larger the number p will tend to be. If ε is too large, then we never use the second stage of classification. But, 
if ε is too small, then the system uses unnecessary discriminative classifiers. 

3.2 Use of Support Vector Classifiers 
A recent benchmarking of state-of-the-art techniques for handwritten digit recognition [19] has shown 

that Support Vector Classifier (SVC) gives higher accuracy than classical neural classifiers like Multi Layer 
Perceptron (MLP) or Radial Basis Function (RBF) networks. However, thanks to the improvement of the 
computing power and the development of new learning algorithms, it is now possible to train SVC in real 
world applications. Thus, we choose to use SVC in the second stage of our system. 

Also, if an SVC can possibly make good decisions, these output values are uncalibrated. But, a simple 
solution is proposed in [20] to map the SVC outputs into posterior probabilities. Given a training set of 
instance-label pairs 

  

  

(xk,yk ) : k =1,…,n{ } , where 
 
x
k
!!

d  and 

  

yk ! 1,"1{ }, the unthresholded output of an 
SVC is 

  

f (x) = yk!kK(xk,x)
k=1

n

" + #  , ( 6 ) 

where the samples with non-zero Lagrange multiplier αk are called support vectors (SVs). 
Since the class-conditional between the margins are apparently exponential the authors suggest to fit an 

additional sigmoid function (equation 7) to estimate probabilities.  

  

ˆ P (y = 1 | x) =
1

1+ exp(a f (x) + b)  
( 7 ) 
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The parameter a and b are derived by minimizing the negative log likelihood of the training data, which is 
a cross-entropy function: 

! tk log P̂(yk = 1 | xk )( ) + (1! tk )log 1! P̂(yk = 1 | xk )( )( )
k=1

n

" , ( 8 ) 

where 

  

tk =
yk +1

2
 denotes the probability target. 

Then, to solve this optimization problem, the author uses a model-trust minimization algorithm based on 
the Levenberg-Marquardt algorithm. But, in a recent note [17] it is shown that there are two problems in the 
pseudo-code provided in [20]. One is the calculation of the objective value, and the other is the 
implementation of the optimization algorithm. Therefore, the authors propose another minimization 
algorithm more reliable, based on a simple Newton’s method with backtracking line search. Thus, we use 
this second algorithm to fit additional sigmoid function and estimate posterior probabilities.  

Furthermore, SVC is a binary classifier, so it is necessary to combine several SVCs to solve a multi-class 
problem. A most classical method is the “one against all” strategy in which one SVC per class is constructed. 
Each classifier is trained to distinguish the examples in a single class from the examples in all remaining 
classes. Although this strategy is very accurate, it seems better to use in the second stage of our system a 
“pairwise coupling” approach, which consists to construct a classifier for each pair of classes. Indeed, this 
strategy is more modular and as reported in [3], although we have to train as many as c(c-1)/2 classifiers, as 
each problem is easier, the total training time of “pairwise coupling” may not be more than that of the “one 
against all” method. Furthermore, if we use “one against all” SVCs in the second stage, we are obliged to 
calculate the distances of a large number of SVs belonging to the implausible classes, which increases the 
classifying cost. Thus, we choose to use a “pairwise coupling” approach and we apply the “Resemblance 
Model” proposed in [10] to combine posterior probability of each pairwise classifier into posterior 
probability of multi-class classifier. Then, since prior probabilities are all the same, posterior probabilities 
can be estimated by 

  

ˆ P (! j | x) =

ˆ P (! j | x "! j , j ' )
j '# j

$

ˆ P (! j '' | x "! j '', j ' )
j '# j ''

$
j ''=1

c

%
 , ( 9 ) 

where 

  

! j, j '  denotes the union of classes 

  

! j  and 

  

! j ' . 

3.3 Re-estimate posterior probabilities 
Finally, as we can see in Figure 4, we use only p(p-1)/2 SVCs to re-estimate only the most significant 

posterior probabilities. In consequence, the final probabilities are not homogeneous, since they can be 
estimated by different approaches. However, it is not an important drawback. Indeed, when p is superior to 
one, the first stage estimates only the smallest probabilities, which are negligible, and in this case the second 
stage estimates all the remaining probabilities. These p significant probabilities are obtained by 

  

  

ˆ P s(!!( j ) | x) =

ˆ P s(!!( j ) | x "!
!( j ),!( j '' ))

j ''=1, j ''# j

p

$

ˆ P s(!!( j ' ) | x "!
!( j ' ),!( j '' ))

j ''=1, j ''# j '

p

$
j '=1

p

%
& 1' ˆ P f (!

!( j ' ) | x)
j '= p +1

c

%
( 

) 

* * 

+ 

, 

- - 
 , ( 10 ) 

where the first term is related to the second stage, while the second term is related to the first stage. The 
objective of this second term is to maintain the sum of all the probabilities equal to one. 
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Figure 4: Overview of our two-stage classification system 

4  Experimental results 
To evaluate our method, we chose a classical pattern recognition problem: isolated handwritten digit 

recognition. Thus, in our experiments, we used a well-known benchmark database. The MNIST (Modified 
NIST) dataset1 was extracted from the NIST special database SD3 and SD7. The original binary images were 
normalized into 20!20 grey-scale images with aspect ratio preserved and the normalized images were 
centered by center of mass in 28!28 images. Some sample images of this database are shown in Figure 5. 

 

 

Figure 5: Sample images of MNIST dataset 
                                                        
1 available at http://yann.lecun.com/exdb/mnist/ 
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The learning dataset contains 60,000 samples and 10,000 others are used for testing. Moreover, we have 
divided the learning database into two subsets. The first 50,000 samples have been used for training and the 
next 10,000 for validation. Finally, the number of samples per class for each subset is reported in the Table 1. 

 

 ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 ω9 ω10 
training 4932 5678 4968 5101 4859 4506 4951 5175 4842 4988 
validation 991 1064 990 1030 983 915 967 1090 1009 961 
test 980 1135 1032 1010 982 892 958 1028 974 1009 

Table 1: Number of samples per class in the three subset of the MNIST database 

Several papers dealt with the MNIST database. The best result mentioned in the original paper [16] is 
obtained by the convolutional neural network LeNet-5 (0.95% of error rate on the test dataset). More 
recently, a benchmarking of state-of-the-art techniques [19] has shown that SVC with 8-direction gradient 
features gives the highest accuracy reported at this day (0.42% of error rate on the test dataset). A short 
summary of results obtained in [19] is reported in Table 2. 

 

 k-NN LVQ RBF MLP SVC 
without feature extraction 3.66 % 2.79 % 2.53 % 1.91 % 1.41 % 
with feature extraction 0.97 % 1.05 % 0.69 % 0.60 % 0.42 % 

Table 2: Error rate on the MNIST test dataset reported in [19] with state-of-the-art techniques  

Although, feature extraction allows a better accuracy, we chose to use the original database to make the 
proof of concept of our modular two-stage combination.  

4.1 Model-based approach 
Initially, we must fix the dimensionality of the hyperplane models. For this purpose, we chose to use the 

same value of k for all hyperplanes, because it is not trivial to find the optimal values of each hyperplane. 
Furthermore, we think that it is not a problem to use a suboptimal solution because the second stage is here 
to refine classification. Finally, we use the validation dataset to find the better value of k and we can see in 
Figure 6 that this parameter strongly influences the accuracy of the classification. Consequently, we use 
k = 25 and we obtain an error rate of 4.09 % on the test dataset. For comparison, we obtain an error rate of 
7.06 % with the quadratic discriminant function. Indeed, because the data have many singular directions, we 
are forced to add an important constant (λ = 0.4). 

 

 

Figure 6: Effect of the dimensionality of the hyperplane models  
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Thereafter, the α parameter of the softmax function (equation 4) is chosen to minimize the cross entropy 
error on the validation dataset. We obtain the best result with α = 5.6. We can notice in Figure 7 that the use 
of the softmax function improves significantly the error-reject tradeoff of the model-based and that half of 
the examples with the highest confidence levels are correctly classified. 
 

 

Figure 7: Error-reject tradeoff of the model-based approach on the validation dataset 

Finally, even though the reliability of the proposed model-based approach is not very high, it should be 
able to characterize the pattern recognition problem. Indeed, as we can see below, the three cases considered 
in section 2.1 can be observed in real application like isolated digit recognition: 

• A single projection distance is very small. The pattern can be considered as unambiguous and the 
posterior probabilities can be directly estimated (see Figure 8). 

• Several projection distances are small. The pattern can be considered as ambiguous and it is 
preferable to re-estimate the posterior probabilities with the discriminative approach (see Figure 13). 

• All projection distances are high. The pattern can be considered as outlier and can be rejected (see 
Figure 9). 

 

 
 

  

f j (x) : 
          

class: ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 ω9 ω10 

  

d j (x) : 5.0701 6.4723 5.5140 4.9112 5.2510 5.2979 1.8797 6.2682 6.0157 6.0526 

  

ˆ P f (! j | x) : 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 

Figure 8: Example of unambiguous pattern (8,400th sample of the test dataset) 
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f j (x) : 
          

class: ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 ω9 ω10 

  

d j (x) : 5.0830 6.7728 5.5134 5.9115 5.2804 5.6850 5.6278 5.4458 6.0277 5.5054 

Figure 9: Example of outlier (generated with the 12th and 13th sample of the test dataset) 

4.2 Support Vector Classifiers 
The training and testing of all SVCs are performed with the LIBSVM software of which all the 

algorithms are described in [3]. We use the C-SVC with a Gaussian kernel 

  

K x
k
,x( ) = exp(!" x

k
! x

2
) . 

The penalty parameter C and the kernel parameter γ are empirically optimized by trial and error. Then, we 
have chosen parameters that minimize the error rate on the validation dataset. Finally, we used C = 10 and 
γ = 0.0185 and we obtain an error rate of 1.48 % on the test dataset, which is comparable with those reported 
in [19] when no discriminative features are extracted. Moreover, as we can see in Figure 10 the SVCs 
estimate better probabilities than model-based approach. 

 

 

Figure 10: Error-reject tradeoff of  Support Vector Classifiers on validation dataset 

On the other hand, we adopt the number of kernel evaluation per pattern (KEPP) as a measure for the 
classifying cost, since it is the main cause of the computation effort during the test phase. Thus, our ensemble 
of 45 SVCs requires 11,118 KEPPs to make decision. 

4.3 Two-stage classification system 
As we can see on Table 3, after the first stage of classification the label of the data is not always in the 

first two classes, which justifies the choice of a dynamic number of classes in conflict.  
 

ranking of the label 1 2 3 > 3 
% of the dataset 96.18 2.50 0.76 0.56 

Table 3: Ranking distibution of the label obtained with the model-based approach on the validation dataset 
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According to the application constraints, it is necessary to make a compromise between accuracy and 
complexity. The threshold ε of equation (5) controls this tradeoff. Then, the validation dataset can be used to 
fix this parameter according to the constraints fixed by the application. 

 

 

Figure 11: Accuracy-complexity tradeoff on the validation dataset 

As we can see in Figure 11, while using a threshold of 10-3, it is possible to obtain exactly the same error 
rate of 1.53% than with the full “pairwise coupling” ensemble. Moreover, the use of a smaller threshold 
(ε = 10-4) allows a slightly better error-reject tradeoff (see Figure 12), but the number of KEPP is multiplied 
by two.  

 

 

Figure 12: Error-reject tradoff of our two-stage classification system on the validation dataset 

For this reason, we fix the tolerance threshold ε at 10-3, which seems a good tradeoff between accuracy 
and complexity. The Figure 13 shows an example of ambiguous pattern. We can see in dark the posterior 
probability efficiently re-estimated by the second stage. Thus, if we had used ε = 10-4, we would have 
obtained for this example a number p = 7 of classes in conflict and we would have used 21 SVCs to re-
estimate posterior probabilities. 
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f j (x) : 
          

class: ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 ω9 ω10 

  

d j (x) : 4.9319 5.3658 4.8692 4.8020 3.2414 5.1457 5.4457 3.5028 4.7798 3.4728 

  

ˆ P f (! j | x) : 0.0001 0.0000 0.0001 0.0001 0.6641 0.0000 0.0000 0.1537 0.0001 0.1818 

  

ˆ P s(! j | x) : 0.0001 0.0000 0.0001 0.0001 0.0000 0.0000 0.0000 0.9967 0.0001 0.0029 

Figure 13: Example of ambiguous pattern (5,907th sample of the test dataset) 

Also, while the number p of SVCs used is dynamic, it is interesting to observe the distribution of p 
(Figure 15). Hence, we can see that with our threshold of 10-3, the half of the examples are processed without 
SVC, which confirms the previous remark related to Figure 7. 

Finally, our two-stage system uses a mean of 1,120.1 KEPP and obtained on the test dataset an error rate 
of 1.50 %, which is comparable to the result of the full “pairwise coupling” ensemble (1.48 %). The analysis 
of these 150 errors reported in Figure 14, shows that only one error is due to the first stage, which classify 
directly 4,890 test samples.  

 

 

Figure 14: The 150 errors obtained on the test dataset (label -> decision) 
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Moreover, as we can see in Figure 15, it is necessary to use more than one SVC to resolve conflict. This 
fact shows that the first level is not effective enough. 

 

 

Figure 15: Distribution of the number p of SVCs used to classify the validation dataset 

5  Conclusions and perspectives 
We have presented a new classification architecture that has several interesting properties for application 

to pattern recognition. It combines the advantages of a model-based classifier, in particular modularity and 
efficient rejection of outliers, with the high accuracy of SVC. Moreover, it greatly reduces the decision time 
related to the SVC, which is very important in the majority of real pattern recognition systems.  

The results on the MNIST database show that the use of the first stage to estimate probabilities allows to 
reduce the classifying cost by a factor 8.7, while preserving the accuracy of the full “pairwise coupling” 
ensemble (see Table 4). Indeed, if we express the computational complexity in number of floating point 
operations (FLOPs), a kernel evaluation requires 2,355 FLOPs and a projection distance evaluation requires 
81,510 FLOPs. Thus, the computational cost necessary to classify a pattern is approximately 26.2 MFLOPs 
with the full “pairwise coupling” ensemble, only 0.4 MFLOPs with the model-based approach and an 
average of 3.0 MFLOPs with our dynamic two-stage process. 

 

error rate (%) 0.5 0.4 0.3 0.2 0.1 

model-based approach 12.68 13.74 16.97 20.01 28.59 

our two-stage system 3.31 3.99 4.94 6.57 9.85 

re
je

ct
 ra

te
 (%

) 

full “pairwise coupling” 3.29 4.00 5.13 6.34 9.55 

Table 4: Error-reject tradeoff of the three approaches on the test dataset 

Furthermore, while this implementation is only a proof of concept, several aspects can be improved in 
future works. Indeed, the model-based approach used in the first stage is not accurate. Thus, the use of a 
mixture of hyperplanes to model each class instead of one single hyperplane per class should improve 
significantly the accuracy of the first stage. Then, it will be interesting to test the capability of model-based 
approach to reject outliers. With this intention, we propose to generate a database of artificial outliers like 
“touching digit” shown in Figure 9. 
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In addition, to improve the generalization performance, it is preferable to extract discriminative features, 
as in [19] where 8-direction gradient features are extracted and allows to reduce the error-rate to only 0.4 %. 
On the other hand, it will be interesting to train local SVC only with training data rejected by the first stage. 

To conclude, the modularity of the proposed architecture open the way to use SVC to resolve 
classification problems with a large number of classes. Indeed, we can use the first stage, which are suited 
for this type of problems, to evaluate the possible conflict and we construct only the appropriate SVCs. 
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