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Abstract

Recent psychological and neural studies indicate that ygkeple talk their changing facial expressions
and head movements provide a dynamic cue for recognitioerefbre, both fixed facial features and dy-
namic personal characteristics are used in the human \éystém (HVS) to recognize faces. However,
most automatic recognition systems use only the statianméition as it is unclear how the dynamic cue
can be integrated and exploited. The few works attemptingptabine facial structure and its dynamics
do not consider the relative importance of these two cuesgy Tather combine the two cues in a hoc
manner. But what is the relative importance of these two seesarately? Does combining them enhance
systematically the recognition performance? To date, no work has extelgsitedied these issues. In
this article, we investigate these issues by analyzingffieets of incorporating the dynamic information in
video-based automatic face recognition. We consider twtofa (face sequence length and image quality)
and study their effects on the performance of video-bass@s)s that attempt to use a spatio-temporal rep-
resentation instead of one based on a still image. We expatiwith two different databases and consider
HMM (the temporal hidden Markov model) and ARMA (the autgiressive and moving average model) as
baseline methods for the spatio-temporal representatidrPL€A and LDA for the image-based one. The
extensive experimental results show that motion inforame¢ginhances also automatic recognition but not in
a systematic way as in the HVS.

Key Words. Face Recognition, Facial Dynamics, Principal Componemalpsis (PCA), Hidden Markov
Models (HMM), Auto-Regressive and Moving Average(ARMA)eW-Based Recognition.

1 Introduction

While current face recognition systems perform well unasatively controlled environments [21, 16], they
tend to suffer when variations in pose, illumination or é@xpressions are present. On the other hand, the
human visual system (HVS) has remarkable capabilitiesciogrize faces even under poor viewing conditions.
Naturally, the human perception uses not only the faciaictiire to recognize faces but also additional cues
such as color, facial motion, contextual knowledge etc.
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Importantly, recent psychological and neural studies sttt facial movement supports the face recogni-
tion process, especially in degraded environments [1Spited by these findings, researchers and developers
have recently attempted to exploit facial dynamics to enbastill image based face recognition. However,
most of these attempts do not exploit facial dynamics vefigiehtly, but apply still image based techniques
to some "good” frames selected from face sequences [2]. ]Ifdbexample, a system for face recognition
from video is proposed. It is based on tracking the positmfrthe nose and eyes. The locations of these three
points are used to decide whether the orientation of theitasaitable for face recognition. If they form an
equilateral triangle, then image-based recognition indaed; otherwise the tracking continues until a "good”
frame occurs. It is clear that this approach exploits onéyahundance of frames in the video sequence and not
the facial dynamics. BY facial dynamics” we refer to the non-rigid movement of facial features, initola
to the rigid movement of the whole face (head). Thereforarder to more efficiently exploit the temporal
information one must choose a form of spatio-temporal gr&tion that incorporates both the facial structure
and its dynamics. Some approaches to video-based faceniBongusing this principle include the condensa-
tion method and the method based on hidden Markov models (E)yWwhich have been successfully applied
to video-based face recognition [23, 13]. Recently, lirdgaramical system model [19] has been also proposed
and used to capture the spatio-temporal information in $acgiences [1].

The few works attempting to combine facial structure andljtsamics do not consider the relative impor-
tance of these two cues. They rather combine the two cuesdd Apc manner. Does combining them (without
considering the relative importance of each) enhargesematically the recognition performance? To date,
no work has extensively studied these issues. In this eytige investigate this by analyzing the effects of
incorporating the dynamic information in video-based edtic face recognition. For this purpose, we ana-
lyze how the length of the face sequences and the qualityedaitlages affect the performance of video-based
face recognition. We consider the temporal HMM approach @l the auto-regressive and moving average
model (ARMA)[19, 1] as baseline methods for the spatialgeral representation and PCA [20] and LDA [4]
for the image-based one. We perform extensive experimesitg two different video databases: MoBo [6]
and Honda/UCSD [10]. The considered subset from MoBo databantains 96 face sequences of 24 different
subjects walking on a treadmill while the subset from Hobkz®D database includes 20 individuals moving
their heads in different combinations of 2-D and 3-D rotatiexpression and speed.

The rest of this paper is structured as follows. First, wersanize the neuropsychological findings related
to the importance of facial dynamics in the human visualesyst Then, in Section 3, we review different
methods which attempt ttruly” incorporate facial dynamics in the recognition process:tiSe 4 presents
the data and the baseline methods that are used in the expesinin order to check whether a spatio-temporal
representation enhances face recognition performancgrasent in Section 5 our approach of building a view-
based face recognition scheme using only the static infaoman the video sequences. Experiments on the
effects of the face sequence length and image quality asepied in Section 6. Finally, Section 7 contains
discussion and concludes the paper.

2 Roleof Facial Dynamics: Neuropsychological Evidence

We summarize here the main findings in psychophysics an@seience that have a direct relevance to research
on automatic face recognition. The studies [8, 15] indithte:
(i) Both static and dynamic facial information are useful faragnition.

(ii) People rely primarily on static information because fadiamics provide less accurate identifi-
cation information than static facial structure.

(iii) Dynamic information contributes more to recognition undesariety of degraded viewing condi-
tions (such as poor illumination, low image resolution,agtion from distance etc.)
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(iv) Facial motion is learned more slowly than static facial cice.

(v) Facial motion contributes to recognition by facilitatifgetperception of the 3-D structure of the
face.

(vi) Recognition of familiar faces is better when they are showaraanimated sequence than as a set
of multiple frames without animation. However, for unfaiailfaces, the moving sequence does
not provide more useful information than multiple statiaies.

How can we interpret and exploit these findings to enhanc@dh®rmance of automatic face recognition
systems? A possible indication from the statements in @) @) is that motion is a useful cue to enhance
the performance of static image based systems. Importdhéyusefulness of the motion cue increases as the
viewing conditions deteriorate (statement (iii)). Sucheamironment is often encountered in surveillance and
access control applications. Thus, an automatic recagngistem should exploit both dynamic and static
information. From the evidence in (ii) and (iii), we can ingeet that motion and static information do not have
the same importance as the role of motion depends on a nuriitaetars such as the familiarity with the faces
(statement (vi)), the viewing conditions (statement)i@c. Thus, depending on the situation, the automatic
systems should bias the role of each cue rather than intethratn with fixed weights. Finally, we can see the
statement in (v) as an indication of using structure fromiamoin the recognition process.

3 Automatic Face Recognition From Videos. An Overview

Based on the way of considering motion information, we cassify automatic face recognition evolution into
three categories, as shown in Table 1.

In the first category, only one (or a few) static image(s) aglable for recognition. An example of such
an application is mug-shot matching, which includes th@gedion of faces in driver’s licenses, passports,
credit cards etc. Typically, the images are of good qualitgt the imaging conditions are controlled. There-
fore, segmenting and recognizing the face is relatively.edafe second category concerns a wider range of
applications, such as access control and video survedljamicere the images are generally obtained from video
sequences. The algorithms in this class, in contrast to tiecine, are faced with new challenges since they
generally deal with small low quality images. Nevertheldbsy have an advantage from the abundance of
frames in the videos. Despite the fact that both static améuahyc information are available in this category
of algorithms, most research has limited the scope of thbl@no to the use of still image based methods to
some selected frames while some other approaches haveeddpt construction and recognition via struc-
ture from motion or structure from shading. It is clear thathbschemes do not fully exploit facial dynamics
as they use mainly the spatial information contained in fdeo sequences. Only recently have researchers
started td’truly” address the problem of face recognition from video sequenideese algorithms, belonging
to the third category, attempt to simultaneously use th&ad@and temporal information for recognizing mov-
ing faces. Comprehensive surveys on face recognition genluespecially for the first two categories, can be
found in [2, 21]. We focus the rest of this section on revieyvmd discussing the third class.

| Class | Input | Method | Use of motion |
Class 1| Static images Still image-based No
Class 2 Video Still image-based Partially
Class 3 Video Spatio-temporal Yes

Table 1: Classification of face recognition algorithms adow to their integration of motion information

In [12], an approach exploiting spatio-temporal inforroatis presented. It is based on modeling face dy-
namics using identity surfaces. Face recognition is peréal by matching the face trajectory that is constructed
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from the discriminating features and pose information efftice with a set of model trajectories constructed on
identity surfaces. Experimental results using 12 trairsaguences and the testing sequences of three subjects
were reported with a recognition rate of 93.9%.

In [11], Li and Chellappa used the trajectories of trackeduees to identify persons in video sequences. The
features are extracted using Gabor attributes on a regbDlgrid. Using a small database of 19 individuals, the
authors have reported performance enhancement over the faframe matching scheme. In another work,
Zhou and Chellappa [22] proposed a generic framework t& tiad recognize faces simultaneously by adding
an identification variable to the state vector in the seqakmbportant sampling method.

An alternative way to model the temporal structures is tleeaishe condensation algorithm. This algorithm
has been successfully applied for tracking and recogniziatiiple spatio-temporal features. Recently, it has
been extended to video-based face recognition problem223

Hidden Markov models have been also applied to model terhppdoamation and perform face recognition
[13]. During the training phase, an HMM is created to learthlibe statistics and temporal dynamics of each
individual. During the recognition process, the tempotaracteristic of the face sequence is analyzed over
time by the HMM corresponding to each subject. The likelithgoores provided by the HMMs are compared.
The highest score provides the identity of a face in the viekmuence.

Recently, the auto-regressive and moving average (ARMAJeh[d 9] has been adopted to model a moving
face as a linear dynamical system and perform recognitipn Qther researchers have also presented some
approaches for exploiting the dynamic characteristicsontiguously moving faces in image sequences. For
example, recently K. C. Lee et al. [10] have proposed an ambra@o video-based face recognition using
probabilistic appearance manifolds.

The above works mainly aimed to propose representationshwdoimbine both shape and dynamics without
taking in consideration the relative importance of thesedues. This tendency is due to the fact that both shape
and dynamics contribute to face recognition. But what isrél&tive importance of these two cues separately?
Does combining them enhanggstematically the recognition performance? To date, no work has extdgsive
studied these issues.

4 Experimental Data and Baseline Algorithms

4.1 Experimental Data

Typically, video-based face recognition simultaneouslyolves three steps: segmentation, tracking and recog-
nition of the faces. However, our goal in this paper is to yamlhow to represent the faces for recognition
rather than develop a full video-based face recognitiotesys Therefore, we focus our experiments only on
the recognition phase, assuming that the faces are wellesggoh

Thus, we considered two different databases: MoBo [6] anaddAJCSD [10]. The MoBo (Motion of Body)
database is the most commonly used database in video-kams®detognition research [22, 9, 13], although it
was originally collected for the purpose of human identtima from distance. The considered subseom
MoBo database contains 96 face sequences of 24 differejgicssilvalking on a treadmill. 4 different walking
situations are considered: slow walking, fast walkinglimecwalking and carrying a ball. Some example
frames are shown in Fig.1. Each sequence consists of 30@d$rafmom each video sequence, we cropped the
face regions, obtaining thus images of 40*40 pixels. Exaspif extracted faces from a video sequence are
shown in Fig.2.

The second database, Honda/UCSD, has been collected ahtdyuke C. Lee et al. in their work on video-
based face recognition [10]. It was also used in the recediysif Aggarwal et al. [1]. The considered subset
from Honda/UCSD database contains 40 video sequences afféfent individuals (2 videos per person).
During the data collection, the individuals were asked toventheir face in different combinations (speed,

“Note that the original MoBo database contains 99 videosspuonding to 25 different individuals. Since there is a mgssideo,
we considered only the 24 individuals who have 4 videos each.
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Figure 1: Example frames from MoBo database

rotation and expression). From the video sequences, wpedde face images in the same way as we did for
the MoBo database. The size of the extracted face image$29 pixels.

Figure 2: Examples of extracted faces from a video sequévio8

=N

database)

4.2 Basdine Algorithmsfor Video-based Recognition
421 HMMs

The principle of using HMMs to model the facial dynamics amdfprm video-based face recognition is quite
simple [13, 17]. Let the face database consist of video segseof P persons. We construct a continuous
hidden Markov model for each subject in the database. Aroatis HMM, withN states{ S, S1,, ..., Sn }, IS
defined by a triplet = (A, B, w), whereA = {a;;} is the transition matrix3 = {b;(O)} are the observation
probability density functions (pdf) and = {x;} are the initial distributions. The modalis built using a
sequence of feature vectors, called observation sequered oy, 09, ..., or }, extracted from the frames of the
video sequencel(is the number of frames). Different features can be extdaatel used as observation vectors
(e.g. pixels values, DCT coefficients etc.). In [13], the P@ajections of the face images were considered.
Let the state at timebeg;, then:

A={aij | ay; = P(qee1 = Sj | ¢ = Si)} 1)

M
B = {bz Z O ,U/zmyUzm)} (2)



6 Hadid et al. / Electronic Letters on Computer Vision and Image Analysis 5(1):1-13, 2005

7T:{7TZ|7TZ:P(Q1:SZ),1§Z§N} (3)

whereC;,, is the mixture coefficient for the:!" mixture in statei , N (O, tim, Ui ) is @ Gaussian pdf with
mean vecton;,, and covariance matrix/;,, and M is the number of components in the Gaussian mixture
model.

During the training, a mode\,, , (p = 1, 3, ..., P), is built for all the subjects in the gallery. During thettes
ing, given the gallery modelS\;, A, ..., Ap } and the sequence of the PCA feature veoctdrs {01, 02, ..., o1},
the identity of the test face sequence is given by:

argy (maxy, P(O|Ap)) (4)

In other terms, the likelihood scord¥ O|\,) provided by the HMMs are compared, and the highest score
defines the identity of the test video sequence.

422 ARMA

In the ARMA (Auto-Regressive and Moving Average) framewoskmoving face is represented by a linear
dynamical system and described by Egs.5 and 6:

x(t+1) = Ax(t) + v(t) v(t) ~ N(0, R) (5)
I(t) = Cx(t) + w(t) w(t) ~ N(0,Q) (6)

where,(t) is the appearance of the face at the time instantt) is a state vector that characterizes the face
dynamics,A andC' are matrices representing the state and output transitigfisandw(t) are 11D sequences
driven from some unknown distributions.

We build an ARMA model for each face video sequence. To desaach model, we need to estimate the
parametersd, C, @ and R. Using the tools from the system identification literatuies estimatation of the
ARMA model parameters is closed form and therefore easy pdeiment [19, 1]. While the state transition
A and the output transitiod' are intrinsic characteristics of the modé),and R are not significant for the
purpose of recognition [19]. Therefore, we need only thericet A andC' to describe a face video sequence.
Once the models are estimated, recognition can be perfdonedmputing distances between ARMA models
corresponding to probe and gallery face sequences. Therygatiodel which is closest to the probe model is
assigned as the identity of the probe (nearest neighberiait

Several distance metrics have been proposed to estimadestarce between two ARMA models [3]. Since
it has been shown that the different metrics do not alter éisalts significantly, we adopt in our experiments
the Frobenius distance%), defined by :

di =2 sin®0; 7)
=1

where,d; are the subspace angles between the ARMA models, definell in [3

5 Building a View-Based Face Recognition Scheme

In video-based face recognition schemes both training estdata (galleries and probes) are video sequences.
The recognition consists of matching the spatio-tempagptesentation extracted from the probe videos to
those extracted from the galleries. In order to check whedhgpatio-temporal representation enhances face
recognition performance, one should compare the resutteoge obtained using still image based techniques
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under the same conditions. However, performing stilltthfsce recognition when the data consists of video
sequences is an ill-posed problem. Notice that the FacedRémm Vendor Test (FRVT2002) [16], which
recently added video-based tests, has adopted a methgdbhigs more suitable for comparing performances
of commercial systems (which is the main goal of the FRVTheatthan comparing video-to-video versus
still-to-still face recognition.

Here we adopted a new scheme to perform static image basedeamgnition that exploits the abundance
of face views in the videos. The approach consists of peifaymnsupervised learning to extract the most
representative samples (or exemplars) from the raw galliglgos. Once these exemplars are extracted, we
build a view-based system and use a probabilistic votingtesjiy to recognize the individuals in the probe
videos. The probabilistic voting strategy consists of comnlg' the recognition confidences in every frame to
decide on the person identity in the probe video sequence.

Thus, given a training face sequeng@esuch as that shown in Fig. 2,

G= {Gfac617GfaC627 -'-7GfaceT} (8)
we are interested in selecting the most representativelsar(gr exemplars)
E ={e,eq,....,ex} 9

in order to consider them as models for appearance-baseddaagnition. The desirable samples are those that
summarize the content of the face sequeficén other words, they should capture the within-class ‘élits
due to illumination changes, poses, facial expressionsotreat factors.

A straightforward approach is to apply K-means directlyhi® data and pick up one or a few sample(s) from
each cluster. In such a way, one may not find meaningful alustgpecially for complex and high-dimensional
data. Our approach, however, is based on two steps: firstdsimgethe face images in a low-dimensional
space in which "similar” faces are close to each other, ard #pplying the K-means clustering algorithm.
The exemplars can be defined then as the cluster centereadnst using the classical manifold learning and
dimensionality reduction technigues, we adopted the tgcproposed LLE algorithm to represent the faces in
a low-dimensional space.

In short, LLE [18] is an unsupervised learning algorithmtth@aps high dimensional data onto a low-
dimensional, neighbor-preserving embedding space. @erisg a face sequence and organizing the faces
into a matrixX (where each column vector represents a face), the LLE #hgaiinvolves the following three
steps:

1. Find the nearest neighbors of each padiipt

2. Compute the weightd’;; that best reconstruct each data point from its neighbonsinmzing the cost in
Eq.10

length(G) 2

ReconstructError(W) = Z
i=1

Xi— > WX

jE€neighbors(i)

(10)

3. Compute the embeddinlg (of lower dimensionalityd << D, whereD is the dimension of the input
data) best reconstructed by the weighfs; minimizing the quadratic form in Eq.11 :

length(G) 2

e(Y)= )

%

Yi— Y WY

j€neighbors(i)

(11)

The aim of the two first steps of the algorithm is to preserw ltdtal geometry of the data in the low-
dimensional space, while the last step discovers the gkibatture by integrating information from overlap-
ping local neighborhoods. The details of the algorithm caridund in [18]. An example of LLE embedding

fNote that there are many ways to combine the recognition@emdies such as "sum”, "product” etc. Here, we considereduhe
of the confidences.
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of a face sequence in 2-D is shown in Fig. 3. Once the embedsltgmputed, K-means is performed and the
exemplars are thus defined as the cluster centers. Thesre$alpplying K-means to a face sequence in a 2-D
embedded space is also shown in Fig. 3.

Figure 3. An example of embedding the face sequence in F@umea 2-D space using LLE. Although the
intrinsic dimensionality of the faces is higher than two,H_provides quite a good embedding. The result of
applying the K-means is also shown

Once the set of exemplars are extracted from each video segue/e use them as training samples for
appearance-based recognition. To determine the ideritityegprobe videaB, we use a probabilistic voting
strategy over all frames 8. The probabilistic voting strategy consists of combinihg tecognition confi-
dences in every frame to decide on the person identity ingowideo B. In contrast, a majority voting scheme
consists of identifying the face in every frame and thengrenfng a majority voting to decide on the identity
of the person in the sequence. Another alternative is t@parfecognition only on some selected good frames.
In [14], it is argued that the probabilistic voting stratgasrforms better than other alternatives.

Thus, we applied the proposed approach and extra€ted 5 exemplars from each training video and built
a view-based scheme using PCA and LDA as baseline methodsilfomage based face recognition (more
details on extracting the face models and building the Wased recognition system can be found in our recent
work [7]). Since the MoBo database contains videos in 4 ghfie situations, we considered one situation for
training and the others for testing. We report the averagegmtion rates for the 4 combinations: 1 training
situation/3 testing situations. The second database @bMZED) contains 40 videos of 20 individuals (2
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videos per subject). We considered one video for trainingdj tae other for testing. The two first rows in
Table 2 summarize the recognition rates on both databases.

6 Effect of Face Sequence L ength and I mage Quality on Recognition

Ouir first goal is to analyze the effects of the face sequemggheon both spatio-temporal and image-based rep-
resentations. For this purpose we have considered the taiiiglM [13] approach and the ARMA model [1]
as baseline methods for spatio-temporal analysis while POPand LDA [4] are used as baselines for the still
image based analysis. As explained in the previous seatiemdopted the locally linear embedding approach
to extract the exemplars and the probabilistic voting sghatfor recognizing the faces in the still image based
scenarios. For the temporal HMM, we used 30 eigenvectordifoensionality reduction and a 16-state fully
connected HMM (See Section 4.2.1). We summarize in Table pénformance of the spatio-temporal repre-
sentation (HMM and ARMA) and their static image based coynate (PCA and LDA). We noticed, as shown
in the table, that the four methods performed quite well hetgpatio-temporal representations outperformed
the PCA and LDA methods on both databases. It is early to make@nclusion from the present results since
it is not clear whether the good performances of the HMMs aRiIMA are due to the combination of facial
structure and its dynamics or due to their different modgtihthe facial structure.

\ | MoBo | Honda-UCSD |

PCA | 87.1% 89.6 %
LDA | 90.8% 86.5 %
HMM | 92.3 % 91.2%
ARMA | 93.4 % 90.9 %

Table 2: Recognition rates using all probe frames ( MoBo aaddd/UCSD databases)

In the above experiments, we considered all frames of theepvieos (i.e. 300 frames for both databases).
However, in a real application, a subject may appear in fobat camera only for a short duration while some
other subjects may stay longer. Therefore, the length ofdbe sequence can be as small as a few frames
or as long as hundreds or thousands of frames. To analyzdf¢hut ef face sequence length on recognition
performance, we conducted a set of experiments where weamgd portion L amongM frames) of the
probe videos for testing. Thus, for a given probe vid&ove extractedS = 10 sub-sequences of lengthas
follows:

B = {Bfacepracega '-'nyaceM} (12)

SetL = {{Bframei s Bframei+1 ooy BframeL_H-_l }}7 (13)

wherei = Random(1, (M — L + 1)) andM = 300.

Therefore, we extracte = 10 sub-videos of lengthl. from each probe video. We performed extensive
experiments with different values @f and the results are shown in Figures 4 and 5. The resultsaitedibat
for short sequences, the performance of the HMM-basedmydé&teriorates while the image-based systems
(PCA and LDA) are less sensitive to this factor. This can @aRed by the fact that short sequences do not
contain enough dynamic information to discriminate betw#® individuals. Another possible explanation
might be also that the HMMs need sequences which are longgeniouorder to be trained [17]. Analyzing
the performance of the ARMA approach, we noticed also betilts for longer face sequences. The ARMA
method performed better than the HMM approach especiatlghort face sequences.
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Figure 4: Recognition rates for different face sequencgtienon MoBo database

This means that, when the shape and dynamics cues are cahwhitheut consideration of their relative
importance, a joint spatio-temporal representation isshotys efficient in case of short face sequences. The
HMM-based system did not perform as well as its PCA and LDAeoacounterparts on both databases. A
similar conclusion for the ARMA-based system on the MoB@taste can be made. This is an interesting and
important result since one mightways expect better performance using the joint representatigrich is
not actually the case). However, as we increase the length of the face sequeresugeriority of the HMM
and ARMA approaches becomes clear. The recognition ratedaiBo database increased from 79.2% to
93.4% for the ARMA method and from 44.2% to 92.3% for the HMBlsbd approach. This confirms the
evidence that facial dynamics support face recognition.tli@nHonda/UCSD database, the recognition rates
increased from 80.2% to 90.9% for the ARMA method and fron28®to 91.2% for the HMM-based approach.

Additionally, we performed a set of experiments to check moage resolution affects the recognition rates.
We downsampled each face image in the MoBo database fron046*20*20 and then to 10*10 pixels. We
noticed that recognition rates decrease for all the metfsmis Table 3). However, it seems that the HMM and
ARMA are least affected by image quality.

[ Resolution || 4040 | 2020 | 10710 |

PCA 87.1%| 81.3 % | 60.6 %
LDA 90.8%| 79.5% | 56.5 %
HMM 92.3%| 85.2%| 71.2%
ARMA 93.4% | 84.1%| 74.2%

Table 3: Recognition rates for different face image resohst using the MoBo database



Hadid et al. / Electronic Letters on Computer Vision and Image Analysis 5(1):1-13, 2005 11

90—

80—

70—

50— -

ank(1) on Honda/UCSD database

rate r:

a0 B

30— -

20— -

L L L L L
50 100 150 200 250 300
The sequence length L

Figure 5: Recognition rates for different face sequencgtlenon Honda/UCSD database

7 Discussion

Psychological and neural studies indicate that dynamisgoexl characteristics support and do not hinder face
recognition in the human visual system (HVS). However, iirislear how this dynamic cue is integrated and
combined with the static facial information. In this workewonsidered the automatic face recognition and
analyzed the effects of incorporating this dynamic infatiora We considered two factors (face sequence
length and image quality) and studied their effects on thiopmance of video-based systems that attempt to
use a spatio-temporal representation instead of one basadtdl image.

In most of the experiments the HMM- and ARMA-based approadhgperformed their PCA and LDA-
based counterparts. This is in agreement with the evidersmeigbed in Section 2, which state that facial
dynamics are useful for recognition. However, for shoriuseges, HMM gave poor results. This is probably
due to the fact that HMMs need quite long sequences in ordbe tivained [17]. However, we noticed also
that the ARMA-based system performed better with longee fsequences than with shorter ones. For short
sequences, the ARMA approach gave worse results than itsdf@ADA counterparts on the MoBo database.
Importantly, one may not expect worse results using spatiggoral representations. However, the obtained
results attest that PCA- and LDA-based representationftrpigrform better in such cases. This means that
the spatio-temporal representations did not succeed aowksing the importance of the spatial cue over its
temporal counterpart. This leads us to the conclusion thatbining face structure and its dynamics in an
ad hoc manner (i.e. without considering the relative importanfceach cue) does netystematically enhance
the recognition performance.

The experiments also showed that image quality affects eqitesentations but the image-based methods
are more affected. Therefore, in cases of face recognifpplications with low-quality images, a spatio-
temporal representation is more suitable. Again, this egireement with the neuropsychological findings that
indicate that facial movement contributes more to the reitimn under degraded viewing conditions.
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If we refer to the evidence discussed in Section 2, we nolieg the role of facial dynamics depends on
several factors such as the familiarity of the face, the ingweonditions, etc. Accordingly, the human visual
system adapts the contribution of the facial dynamics. Hewedn automatic face recognition, the contribu-
tion of this cue is integrated in the joint spatio-tempognesentation and generally not adapted (not biased)
to the given situation. For instance, in our experimentst jeepresentation did not increase the contribution
of the facial dynamics for low-resolution images and longefaequences and did not decrease this contribu-
tion for higher image resolution and shorter face sequentigs suggests that the existing spatial-temporal
representations have not yet shown their full potential reenetl further investigation.

In our experiments, the benefit of using joint representagooticeable but not very significant. This is due
to the fact that the facial movement in both databases issllmaited to the rigid motion of the head. However,
one may expect more benefit when the persons are also makinggith movements with their facial features
(such as when the subjects are talking).
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