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Abstract 

This paper introduces a method to use deep convolutional neural networks (CNNs) to automatically replace 

advertisement (AD) photo on social (or self-media) videos and provides the suitable evaluation method to 

compare different CNNs. An AD photo can replace a picture inside a video. However, if a human being occludes 

the replaced picture in the original video, the newly pasted AD photo will block the human occluded part. The 

deep learning algorithm is implemented to segment the human being from the video. The segmented human 

pixels are then pasted back to the occluded area, so that the AD photo replacement becomes natural and perfect 

appearance in the video. This process requires the predicted occlusion edge to be closed to the ground truth 

occlusion edge, so that the AD photo can be occluded naturally. Therefore, this research introduces a curve 

fitting method to measure the predicted occlusion edge’s error. By using this method, three CNN methods are 

applied and compared for the AD replacement. They are mask of regions convolutional neural network (Mask 

RCNN), recurrent network for video object segmentation (ROVS) and DeeplabV3. The experimental results 

show the comparative segmentation accuracy of the different models and DeeplabV3 shows the best 

performance. 
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1 Introduction 

Nowadays, Internet social (or self-media) videos are getting popularly. Many people upload their videos 

on social media platforms, such as on YouTube, Facebook and Twitter. The embedded advertisement (AD) 

[1, 2] has great business value based on this social phenomenon. The conventional AD embedded approach 

just uses video editing software (such as Photoshop) to paste the AD photos on the videos. This approach is 

easy to embed AD photo in front of objects on the video. However, if an AD needs to be embedded behind 

an object, such as human being, then a video editing tool needs a significantly huge amount of effort to edit 
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the video due to the occlusion problem. This research work enables the AD photo to occlude with the human 

being automatically on a video. 

The main technique of this research is the segmentation of the human being from the occluded part in the 

video. The human being detection and segmentation is a popular topic in computer vision (CV). In the early 

years, human detection focuses on finding features of human being on images. Methods are created for the 

detection of features. These include background subtraction [3], colour detection [4] and texture detection 

[5]. Over the past years, many machine learning (ML) methods are used to detect human being. These 

methods include Adaboost [6], random forest [7] and support vector machine (SVM) [8]. The ML algorithms 

choose and combine multi-methods for human being detection. The latest CV algorithm for the human being 

segmentation is convolutional neural networks (CNNs) [9, 10]. The CNNs find features by using 

convolutional layers. This algorithm is smarter and more accurate for human being detection and 

segmentation. 

In addition, the AD photo occlusion requires high accuracy of human segmentation, so that the AD photo 

can be occluded naturally. Notably, the predicted occlusion edge needs to be closer to the ground truth 

occlusion edge. In this paper, the intersection over union (IoU) [11] is used to evaluate the deep learning 

performance. However, this method focuses on the area of overlap between prediction and ground truth. It 

cannot measure the occlusion edge prediction. 

There are two main contributions in this research. The first contribution is to solve the AD replacement 

occlusion problem using deep CNN. The AD photo is pasted on a video frame, which also covers the 

occlusion part of a human being. Then, a CNN model is used to segment human being pixels from the 

similar original video frame. After that, segmented human being pixels are pasted back to the video frame, in 

which AD photo has already pasted. Three popular CNN methods are implemented: (i) mask region-based 

convolutional neural network (Mask RCNN), (ii) recurrent net for video object segmentation (ROVS) and 

(iii) Deeplab Version 3 (DeepLabV3). The detail of these techniques is explained in Section 3. 

The second contribution of this paper is to introduce a novel evaluation method, based on the curve fitting 

algorithm, to compare the three CNN methods. To evaluate the performance of CNN methods on the 

occlusion solution for the AD photo replacement, this research uses IoU [11] to measure segmentation 

region. However, the IoU focuses on the accuracy of the human being area segmentation. This research work 

requires not only the area segmentation accuracy but also the occlusion edge (or human shape on the 

occlusion part) accuracy. This paper introduces a special curve fitting method to measure the occlusion edge 

prediction errors. 

The rest of the paper is organized as follows. Section 2 overviews the related work on AD photo 

replacement and human being segmentation. Section 3 proposes the AD photo replacement method to avoid 

occlusion using three different CNN techniques. Section 4 introduces our proposed evaluation method to 

evaluate occluded edge prediction performances. Section 5 presents the experimental results and discussion. 

Also, this section presents a comparison among 3 different deep learning models. Finally, Section 6 

concludes the paper with future work directions. 

2 Related works 

This paper focuses on an AD photo replacement method to overcomes the human being occlusion 

problem in videos. This requires the human segmentation performed at high accuracy. Particularly, the 

human body shape needs to be segmented efficiently and accurately. Otherwise, the occlusion between the 

AD photo and human being will not be natural. To the best of our knowledge, this area has not been explored 

enough and we are one of the few to explore this research area. 

In the very early years, many computer vision techniques were proposed for human detection and 

segmentation, such as background subtraction [3, 12, 13], colour detection [14-16], texture detection [5, 17, 

18]. The background subtraction is to separate the static background and moving foreground. The moving 

human being is segmented from the static background using Mixture of Gaussian (MOG) [19], frames 

difference [12], optical flow [20] and Bayesian formulation [21]. The background subtraction segments 

pixels which belong to the moving objects on a video. This method is widely used in the indoor CCTV 

system, because a human being is a moving object on a CCTV video. However, for outdoor CCTV and 
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social media videos, there are many non-human moving objects. These objects can be mis-detected as human 

being. Furthermore, the background subtraction is sensitive to the object’s moving speed. The model should 

be set up with some parameters for adapting the detected object’s speed. If the parameters used are not 

suitable, there will be so-called “ghost” pixels in the detection result. Therefore, the segmentation accuracy is 

not robust enough. 

The colour detection uses skin colour to detection human being. Methods including Gaussian mixture 

model [22], Fusion of colour [4] and colour classifiers [23] are all based on the skin colour. The 

disadvantage of colour detection is that the clothes have different colours and patterns, which reduce the 

detection accuracy significantly. Also, texture detection uses different objects textures to distinguish human 

from other objects. It is suitable for finding the contour of human beings. The most common method is the 

dynamic texture [24, 25]. However, the texture feature is difficult for people wearing different pattern 

clothes. Finally, different methods are also combined to improve detection and segmentation accuracy. The 

first example is the combination of the colour and texture. This method segments different objects, including 

human being [26]. Texture attributes and colour features are modelled with a multivariate finite mixture 

model [27]. This model can be used to segment different objects. Another example is to apply background 

subtraction on colour pixels and texture features [28, 29]. A multi-layer background subtraction model is 

used to take moving objects colour and texture features [29]. However, the limitation of these combined 

methods includes the complex background, noise and shadows which lead to a very non-accurate human 

segmentation. 

Over the past years, machine learning techniques have become the mainstream to apply for human being 

detection, such as Adaboost cascade classifiers [30], random forest [31] and support vector machine (SVM) 

[8]. The ML uses different features, such as colour, texture, contour and pattern, to detect human being. 

Different methods analyse different features in different approaches. Adaboost cascade classifiers [6, 32-34] 

uses multiple classifiers (building from features) for human being detection. However, the detection accuracy 

is not very well in the image with complicated colour, pattern and features. The random forest uses features 

to distinguish the human and other objects in binary operation [7], such as clothing segmentation [35], multi-

limb human segmentation [36] and occluded human detection [37]. Each feature is used in one layer for the 

binary operation [38]. Therefore, the whole detection model is a binary tree. However, the segmentation 

accuracy is not very good, if the features between human and other objects are not obvious. The SVM 

analyses different features as vectors [8, 39, 40]. The features constitute a multi-dimensional space [41]. The 

SVM uses the space to assemble the object’s features optimally. This is the application of the SVM for 

objects detection, including human being [42]. In summary, ML algorithms automatically operate features of 

human beings to find the best performance. However, the ML algorithms should be provided with a large 

amount of training dataset and extracted the suitable features for the detection model. If features are not 

enough for the detection model, the accuracy will be low. Conversely, providing enough features to achieve 

high accuracy is difficult. 

Nowadays, deep learning algorithms are becoming popular for human being segmentation. Especially, the 

CNN becomes the most successful methods for segmentation [43]. In the CNN models, the feature extracted 

by using multiple convolution layers with large example data. Therefore, CNN does not need to be provided 

with auditable features. Recently, fully convolutional neural network (FCNNs) based methods [44, 45] show 

effective feature generating. They become the most popular choice for segmentation. After that, different 

types of CNNs are created for segmentation. Some CNNs are utilized for image segmentation. The most 

popular CNNs are Mask RCNN [46] and DeepLab [47-49]. Mask RCNN is based on the region-based 

convolutional neural network [50-52] in which the neural network model is generated by adding the parallel 

branch on the top of RCNN. It provides segmentation by generating binary mask for each class object. The 

DeepLab is another successful model in the field of image segmentation. This model improves the 

segmentation of the object by extracting multiple scales with the help of atrous spatial pyramid pooling 

(ASPP). Some CNNs have good performance on video base segmentation. The one-shot video segmentation 

[53, 54] is an example which uses CNN architecture to tackle a semi-supervised video segmentation. In this 

method, the input is the segmentation of the first frame and the output is the masks of the object in the next 

frames of the sequence. Another example is to use recurrent neural network (RNN) [55, 56] which combines 

with CNN for video segmentation. This is clearly to be shown in [55] which is called RVOS. In this method, 

CNN is used to extract features from each frame of video. The RNN is utilized to remember the features 
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along the video frame sequence for the next video frame segmentation. This combination approach learns the 

spatial-temporal dependence of a video. Therefore, it can do the zero-shot video segmentation. 

In this research, the CNN algorithm is utilized to segment human being, which occludes the pictures. The 

algorithm can automatically segment a human being with the highest accuracy compared to other algorithms. 

After that, the AD photo can replace the picture in the video to eliminate the occlusion problem. This 

approach requires occluded human shape to be segmented efficiently and accurately. To evaluate the 

occlusion edge (or shape) prediction, the normal evaluation methods, such as Intersection of Union (IoU) 

[11] and contour accuracy [26, 57] may not be suitable. Since IoU focuses on the accuracy of the human 

being region segmentation, it cannot show the accuracy of the shape prediction. The contour accuracy uses 

receiver operating characteristic (ROC) to analyze number of predicted shape pixels on the true edges of the 

image. Normally, this method is utilized to evaluate image edge detection, but it may not be suitable for this 

research. The CNN segments human shape that may not be exactly on the true edge, but a little bit far from 

the true edge. Therefore, the evaluation method should show how far the predicted shape from the image true 

edge. 

3 The proposed occlusion solution 

In this research, the CNNs are utilized to segment human being, which occludes the pictures, in the 

videos. The algorithm can automatically segment a human being with the highest accuracy compared to 

other algorithms. After that, the AD photo can replace the picture in the video without the occlusion 

problem. 

3.1 Method for AD Photo Replacement with Occlusion. 

 

The occlusion problem of the AD photo replacement is shown in Figure 1. The original video frame 

image in Figure 1 (a) shows that the girl on the left occludes the picture behind her. If the two AD photos are 

pasted on the video frame manually as shown in Figure 1 (b). Then, the AD photo in the left blocks the 

human body, which overlays the girl’s head. Our proposed solution is to edit the video frame by frame and 

automatically bring the blocked part of a human head back to the video. To solve the occlusion problem 

illustrated in Figure 1, we propose to combine both the image processing method and the CNN method. Our 

proposed technique has three steps as shown in Figure 2. 

The first step is to paste the AD photos to the picture area in the original video frame in Figure 1 (a). 

Then, the original video frame now becomes a new video frame which has the AD pasted images (called 

image P) as shown in Figure 1 (b). 

The second step is to segment the human being from the original video frame. The CNN is utilized to do 

this. The detail description of CNNs used in this paper is explained in section 3.2. The result is a human 

mask image (called image M) which masks the individual human pixels with a value of “1”, but the 

background pixels have the value of “0”. 

   

(a) (b) 

Figure 1: An example of AD photo replacement: (a) The original video frame image (O). (b) Two AD 

photos replace the pictures from the video frame (P). This replacement is completed manually. 



121       Cheng Yang et al. / Electronic Letters on Computer Vision and Image Analysis 20(1):117-136; 2021 

Video 
frame (F)

AD photo AD photo pasted 
video frame (P)

Deep neural 
networks

Human body 
mask image (M)

Human body image (H)
Background 

image (B)

AD embedded 
video frame (R)

Step 2

Step 1

Step 3

 

Figure 2: The proposed AD logo replacement framework 

The third step is to collect the human body pixels (called image (H)) using the human mask image, image 

(M), from the original video frame. After that, these human body pixels, image (H), are pasted back to the 

AD pasted image (called image (R)). This makes the AD photo to occlude with the human being. 

In sum, the human mask image, image (M), is used to get the human body pixels, image (H), from the 

original video frame. After that, the human mask image, image (M), is also used to get background pixels, 

(called image (P)), from the pasted video image. Finally, the human body, image (H), and the background, 

image B, are merged to get the resulting image, image (R). Figure 3 shows the resulting image (R), which 

embeds the two AD photos to a picture frame; and the AD photo on the left occludes with the human body. 

 

Figure 3: The final result image (R). This is used for the final video frame 

Figure 3 shows the final resulting image. The human segmentation is obtained using DeeplabV3, which 

gives very high accuracy. However, some other CNN models produce the results which may not be as good 

as using DeeplabV3. If the model does not have high accuracy for human segmentation, the shape of the 

human being will be displayed abnormally in the occlusion area as shown in Figure 9 in Section 4. This 

research chooses three CNN methods for comparison to solve the AD occlusion problem which is explained 

in the next section. 

3.2 Application of convolutional neural networks 

The occluded part of the human being should be accurately segmented so that the AD logo replacement 

can be observed naturally. In this research, three CNNs, Mask R-CNN, RVOS and DeeplabV3, are employed 
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to solve the AD occlusion problem. Their segmentation results are compared to find which network is the 

most suitable for the AD replacement. 

3.2.1 Mask R-CNN 

In Mask R-CNN, the segmentation is done after object detection [46]. This CNN detects objects based on 

Fast R-CNN. The core network in the Mask R-CNN is the “restnet101” which includes 100 convolutional 

layers. After that, it produces objects segmentation with 28×28 mask to represent pixels of the segmented 

objects. In this research, the Mask R-CNN model is pre-trained with COCO dataset [58]. However, in social 

media videos, the picture area for AD replacement mostly occluded with human beings. Therefore, the 

human being images are collected to retrain the Mask R-CNN. Human being images are mainly collected 

from COCO dataset. The total number of images is 6000, which is split into training (5000 images) and 

validation (1000 images) dataset. After the training, the network is implemented for the human being’s 

segmentation. 

 

Figure 4: The new mask branch layers which replace the original mask layers of Mask R-CNN 
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The Mask R-CNN has a mask brunch which includes convolutional layers and a deconvolutional layer. 

This brunch produces masks of objects. However, it produces 28×28 mask output which is too small to 

satisfy the AD logo replacement because a social media video has 1920×1080 resolution. The output mask 

for the video shows the segmentation edge is not smooth enough. Therefore, mask branch in Mask R-CNN is 

modified to produce a 56×56 mask by adding another deconvolutional layer. Finally, mask output can 

segment human beings with smooth edge. The modified network is shown in Figure 4. The Mask R-CNN is 

applied by using Tensorflow in Linux system. 

3.2.2 RVOS 

In RVOS (recurrent network for video object segmentation) method [55], the convolutional neural 

network (CNN) and recurrent neural network (RNN) are combined to do the segmentation from a video 

frames flow. The CNN extracts features and the RNN uses video sequences to “remember” the features flow. 

The structure of the network looks like an U-Net. The RVOS has encoder-decoder architecture. The encoder 

architecture consists of a ResNet-101 [59] model. The weights of this model are pre-trained by ImageNet 

[60] dataset. It does instance segmentation by predicting a sequence of masks. The input xt of the encoder is 

an RGB image, which corresponds to frame t in the video sequence, and the output ft = {ft,1, ft,2, …, ft,j} is a 

set of features at different resolutions. The decoder is designed as a hierarchical recurrent architecture of 

ConvLSTMs [61] which leverages the different resolution of the input features ft = {ft,1, ft,2, …, ft,j}, where ft,j 

are the features extracted at the level j of the encoder for the frame t of the video sequence. The output of the 

decoder is a set of object segmentation predictions {Pt,1, , …, Pt,i, …, Pt,N}, where Pt,i is the segmentation 

mask of the object i at frame t. The paper introduces a spatial and temporal recurrence. The output lt,i,j of the 

j-th ConvLSTM layer for object i at frame t depends on the following variables: (1) the features of ft obtained 

from the encoder from frame t; (2) the preceding j-1-th ConvLSTM layer; (3) the hidden state representation 

from the previous object i-1 at the same frame t (lt,i-1,j), which will be referred to as the spatial hidden state; 

(4) the hidden state representation from the same object i at the previous frame t-1 (lt-1,i,j), which will be 

referred to as the temporal hidden state; (5) the object segmentation prediction mask Pt-1,I of the object i at the 

previous frame t-1. The formulas are shown below: 

 (1) 

 (2) 

 (3) 

where B2 is the bilinear up-sampling operator by a factor of 2 and  is the result of projecting ft,K to have 

lower dimensionality via a convolutional layer. Equation (3) is applied in a chain for , being mb  

as the number of convolutional blocks in the encoder. lt,i,0 is obtained by considering: 

 (4) 

For the first object, lstate is obtained as below: 

 (5) 

where Z is a zero matrix to represent that there is no previous spatial hidden state for this object. The 

RVOS officially provides two pre-trained models: one is trained by DAVIS 2017; the other is trained by 

YouTube-VOS. 
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These models show good performance for human segmentation, but other objects are segmented as noise. 

The result in social media video may segment other objects on the background with human beings. These 

objects sometimes are in the picture frames which are not desired to be segmented. The problem is shown in 

Figure 5 (a). Since the original video’s frame may have the copyright, it only shows the problem parts. 

 

In Figure 5 (a), the red part belongs to the human body. The black ellipse beside the human body is a 

painting part which belongs to the background of the picture. This false positive is segmented as part of the 

human body. The result is from an RVOS model which is trained by DAVIS2017 dataset [62]. In this 

dataset, the mask does not include only human bodies, but also other objects along with human bodies, such 

as backpacks, skateboards and bikes. 

To solve this problem which is shown in Figure 5 (a), we modify the DAVIS2017 dataset to only include 

the mask of human beings. All other objects are not masked. This new dataset is used to train the RVOS 

model. One of the image results is shown in Figure 5 (b). It can be seen that the false positive part of Figure 

5 (a) is removed a lot. The RVOS is applied with Pytorch in Linux system. 

3.2.3 DeepLabV3 

The DeepLabV3 neural network is proposed by [49]. The special feature is the Atrous Separable 

Convolution (ASC) layers which can control the resolution of features and adjust filter’s field-of-view in 

order to capture multi-scale information and generalize standard convolution operation. In the case of 2-

dimensional signals, for each location n on the output feature map y and a convolution filter c, atrous 

convolution is applied over the input feature map x as follows: 

 (6) 

where the atrous rate, r, determines the stride with the sampled input signal. The standard convolution is a 

special case of rate r = 1. The filter’s field-of-view is adaptively modified by changing the rate value. This is 

also called dilated convolution or Hole Algorithm. 

The ASC significantly reduces the computation complexity of the proposed model while maintaining 

similar (or better) performance. With Atrous Spatial Pyramid Pooling (ASPP), the output features from ASC 

layers are encoded to multi-scale contextual information. After a proposed decoder method in [49], the 

features are recovered to output a predicted mask. 

In this research, the Deeplabv3 network is implemented by using GluonCV. The model is pre-trained by 

COCO dataset. The experimental results show that this network segments human being from social media 

video better than the other 2 CNNs. 

The above three CNN models are implemented in our AD photo replacement model. These three models’ 

performances are compared with the proposed evaluation method described in Section 4. 

4  Curve fitting evaluation method for occlusion 

Ten social media videos are collected for the test. Each video includes 50 continuous frames. All these 

videos have the areas of picture frame which are suitable to be replaced by AD photo. However, these 

replacement areas are occluded with human heads/bodies. To enable the evaluation, the ground truth mask of 

                                                     

(a) (b) 

Figure 5: The RVOS problem and solution. (a) The problem is that the false positive is 

painting picture in the background. (b) The solution result after segmentation. 
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the replacement area and the occluded area need to be labelled manually. Totally, 1000 video frames are 

labelled for the evaluation. Figure 6 shows an example of the labels for one of the videos. 

 

In Figure 6, there are two types of labels. Figure 6 (a) is the label of the entire picture frame. This label 

includes the human occluded area. This label is only done once on each video, because the picture in the 

video is a static object. Figure 6 (c) displays the label which only mask the picture area. The human being 

occluded area is not in the label. This is done in all frames of the 10 videos. The mask of the entire picture 

frame and the mask of the picture area is shown in Figure 6 (b) and Figure 6 (d), respectively. These two 

masks are also used to produce the human occluded area, which is indicated in Figure 7. 

 

Figure 7: The human occluded area from the labelled masks 

One of the evaluation methods in this research is the Intersection of Union (IoU) There are two IoU 

values are used in this experimental test; one is the AD replacement area segmentation IoU between the 

ground truth mask and the prediction mask areas (ADR IOU), and the other one is the human occlusion area 

segmentation IoU between the ground truth mask and the prediction mask areas (HMO IoU). 

Figure 8 illustrates these two concepts of IoU. In Figure 8 (a), the green solid lines show the AD 

replacement ground truth area. The red dashed lines show the segmentation area of AD replacement. This is 

  

(a) (b) 

  

(c) (d) 

Figure 6: The test data labels. (a) The whole picture frame’s label. (b) The corresponding mask of (a). 

(c) The replaced picture area label. (d) The corresponding mask of (c). 
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the Mask RCNN result. The ADR IOU is calculated from these two areas. In Figure 8 (b), the green solid 

lines are the ground truth human occluded area and the red dashed lines indicate the segmented human 

occluded area which is the result of Mask R-CNN. The HMO IoU is calculated from these two areas. 

 

The ADR IOU shows how well the AD logo is replaced. The higher the value is close to 100%, the better 

the prediction model performs. However, if the true occlusion area is very small, the ADR IOU can be very 

high; even the occlusion part is not segmented correctly because the intersection area occupies most of the 

union area. Therefore, the HMO IoU is also applied. If the true occlusion area is small, but the predicted 

occlusion area is none, then the HMO IoU value is zero. This is much clearer to show the prediction model’s 

performance because the intersection area can be very small. 

Since each video has 50 frames, there will be 50 ADR IoUs and 50 HMO IoUs. Each video’s ADR/HMO 

IoU consists of the mean and standard deviation. For both the ADR IoU and HMO IoU, a higher mean value 

resembles more accurate prediction. Thus, AD logo replacement becomes more natural. A high value in the 

standard deviation shows the prediction of human occlusion part has variation through the frame flow. Thus, 

the segmentation area jumps bigger and smaller on the resulting video. 

 

Figure 9: The AD photo replacement result. The result does not look natural, because the human head’s 

shape is not segmented accurately 

In AD replacement, if the edge between human occlusion area and picture frame area is not detected very 

accurate, AD replacement does not look natural as shown in Figure 9. Therefore, the prediction mask edge is 

required to close to the ground truth mask edge. To investigate this performance, a curve fitting method is 

introduced. 

In statistics, the curving fitting is to calculate errors between two curves with one coordination. For 

example, there are two curves on an x-y axis (Figure 10 (a)). The method takes sample points from two 

curves with the same x-axis. Then, it calculates errors between y-axis. After that, the RMS of the errors is 

                                                   

(a) (b) 

Figure 8: The two IoU values for evaluation. The ground truth area is green; and 

the segmentation area is red. (a) The AD replacement area IoU (ADR IoU). (b) The 

human occluded area IoU (HMO IoU). 
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calculated to show the curve fitting performance. Figure 10 (a) displays the errors between the curves on the 

diagram. The short black vertical lines represent the errors between samples points on the two curves. These 

errors are collected to calculate the RMS which evaluates how much the two curves fitting to each other. If 

the two curves are very different from each other, the RMS value will be very high. Otherwise, if the two 

curves are very similar, the RMS value will be small. 

 

However, the curve fitting used in this research is different from the traditional statistics curve fitting 

technique [63]. An edge of the human head which occludes the AD photo is not a curve going along the x-

axis. It may be rounded as a semicircle. Thus, the error calculation can be significantly large. Figure 10 (b) 

shows an example of a human head edge curve. The green curve is the ground truth edge; and the red dashed 

line indicates the prediction mask edge. If the errors are gained based on the approach from Figure 10 (a), 

which are the black short lines between the ground truth and prediction edges, the errors on the left and right 

sides of these edge curves are very big. Thus, the RMS has a very high value. However, the edge curve from 

the prediction is closed to the ground truth edge as seen in Figure 10 (b). This should not produce a very high 

RMS value. 

To avoid this problem, this research uses a new method to define the errors between ground truth edge 

and prediction edge. The labelled ground truth edge is used as a standard curve. All pixels (coordination) on 

this edge are taken as sample points. Each pixel is used to find the shortest distance (in pixel unit) pixel 

which is from the curve of the predicted edge. This shortest distance is a sample error between the ground 

truth edge and predicted edge. After finding the errors between the ground truth edge and predicted edge, the 

RMS values are calculated from these errors. If the ground truth edge is shorter than the predicted edge, 

some of the pixels on the predicted edge may not be used. Thus, they have been left. Conversely, if the 

ground truth edge is longer than the prediction edge. Some different pixels on the ground truth curve may 

find the similar shortest distance pixel from the prediction curve. However, the values of these distances are 

mostly different. Thus, this may not become a big problem. 

An example is shown in Figure 11 (a). The two edge curves are similar to the curves in Figure 10 (b). In 

Figure 11 (a), the short black lines show the shortest distances (errors) for some sample points between the 

ground truth edge and the predicted edge. These errors are used to calculate the RMS. This RMS value can 

be used for evaluation of prediction of human edge. If the prediction edge is close to the ground truth edge, 

the RMS value is smaller. If the prediction edge is very different from the ground truth edge, the RMS value 

is greater. 

Figure 11 (b) shows another example of calculating errors between the ground truth edge (green curve) 

and the prediction edge (red curve). The black lines indicate the shortest distances (errors) of some sample 

points. These errors are used to calculate the RMS value. Figure 11 just gives two examples to explain the 

new curve fitting approach. In the test experiment, all pixels in the ground truth edge are chosen as sample 

points for calculating the errors and the corresponding RMS. 
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Figure 10: The statistic curve fitting. (a) The curve fitting method applied on the two curves. (b) The 

curve fitting method applies on comparing the edges of prediction and ground truth. 



128  Cheng Yang et al.  / Electronic Letters on Computer Vision and Image Analysis 20(1):117-136; 2021 

 

The errors’ RMS between ground truth edge and the predicted edge is applied in each video frame. Each 

video has 50 frames. Therefore, each video can get 50 RMS values. These values are collected to calculate 

the mean and standard deviation. For each video, the lower mean RMS value shows that the prediction is 

more accurate. The standard deviation may show the stability of the prediction process in the 50 frames. A 

high standard deviation value means the prediction edges are fluctuation through the frame flow. However, 

the lower standard deviation may be produced by the prediction edges up or down to the ground truth edge 

with same errors among different frames. Conversely, this is not common among the test videos prediction 

results. 

20 videos are used to test three CNN methods (Mask R-CNN, RVOS and DeepLabV3) for the occlusion. 

Each CNN method produces edges of segmentation prediction on the 20 videos. The prediction edges are 

used to calculate the RMS’s mean and standard deviation with the ground truth edges. Therefore, there are 

10 RMS’s mean and standard deviation values for each CNN method. The three CNN methods evaluation is 

shown in Section 5. 

5  Experimental results and discussion 

The entire model from Section 3.1 is created by Python 3.6 on Ubuntu Linux system. The hardware 

parameters of the PC are AMD Ryzen 7 2700 3.20GHz, 16GB RAM and NVIDIA Geforce GTX 1070 Ti. 

The Mask R-CNN is applied in the environment of Tensorflow. The RVOS is built with PyTorch. The 

DeepLabV3 is implemented on GluonCV package. The test results are shown in three tables. 

Table 1 shows the Mask R-CNN results. The column of “Pixels No.” shows the number of the average 

pixels of ground truth human edge which is occluded in the background by replaced picture. The pixels do 

not include the background picture’s boundary. An example is indicated in Figure 11 (b). These pixels on the 

edge curves are the sample points in each frame. The RMS is the root mean square of errors between the 

prediction and ground truth edge curves for each frame in each video. The table shows the mean (Mean) and 

standard deviation (Stdv) of the RMS of each video. The columns of “ADR IoU” and “HOM IoU” also show 

the mean value (Mean) and standard deviation (Stdv) of IoUs. 

In Table 1, the Mask RCNN has the RMS of errors around 10 pixels in 8 videos (videos of 2, 3, 5, 

6,10,13, 14 and 16). Particularly, videos 2 and 5 have the Stdvs of RMS greater than 4.9. These high values 

show the high fluctuation of the mask areas’ prediction. The AD photo replacements will not be natural in 

these videos. Videos 1, 4, 7, 9, 11, 15, 18, 19 and 20 have RMS of errors around 4.0 ~ 7.5 pixels. These 
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(a) (b) 

Figure 11: Using the pixels shortest distances, which are the errors, for evaluating the human edge 

prediction. The black lines represent the kind of errors. However, they are just used to show examples 

about what are the shortest distances looks like, they are not the exact shortest distances. (a) The example 

of errors with the method from this research, which improve the curve fitting problem in Figure 10 (b). 

(b) A curve fitting example from a frame of a test video. The curves are from Figure 8 (b). The errors do 

not include the background picture’s edge. The picture’s edge is manually annotated, errors must be 

zeros. 
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videos also perform the non-natural AD replacement, but they are not as obvious as the above 8 videos. 

Other 3 videos (No. 8, 12 and 17 have RMS around 3.0 ~ 4.0, the AD replacement is about natural, but not 

perfect. In the results of ADR IoU, most of the videos have values higher than 0.9 (90%), only two videos 

(No. 2 and 4) have values less than 0.9. In the results of HMO IoU, most of the videos have greater than 0.7 

values. However, videos 4 and 6 have values only 0.261 and 0.388, respectively. This is because the human 

occluded area is very small in these two videos. Thus, the Mask R-CNN only segments a very small area; 

even it does not segment any occluded area sometimes. 

Videos Frames 
Pixels 

No. 

Mask RCNN 

RMS ADR IoU HMO IoU 

Mean Stdv Mean Stdv Mean Stdv 

1 50 551 4.92 2.8138 0.991 0.0060 0.926 0.0433 

2 50 253 9.73 4.9246 0.806 0.0563 0.839 0.0249 

3 50 238 10.61 1.2084 0.951 0.0082 0.749 0.0242 

4 50 145 6.81 2.3180 0.970 0.0149 0.261 0.2921 

5 50 205 11.36 6.6479 0.946 0.0345 0.770 0.1178 

6 50 173 12.40 1.9771 0.987 0.0019 0.388 0.0968 

7 50 188 6.28 0.7009 0.971 0.0030 0.773 0.0253 

8 50 128 3.76 1.2587 0.993 0.0025 0.840 0.0612 

9 50 222 6.47 1.2929 0.931 0.0182 0.840 0.0320 

10 50 513 13.60 3.4836 0.982 0.0054 0.822 0.0630 

11 50 404 7.42 3.432 0.922 0.0067 0.728 0.0454 

12 50 172 3.12 1.428 0.953 0.0083 0.933 0.0461 

13 50 306 10.42 4.5368 0.962 0.0317 0.816 0.0907 

14 50 250 8.97 3.9225 0.817 0.052 0.843 0.0332 

15 50 197 5.22 1.543 0.984 0.0121 0.678 0.1934 

16 50 254 9.63 1.1044 0.958 0.0078 0.763 0.0343 

17 50 330 3.57 1.4772 0.988 0.0127 0.937 0.0415 

18 50 645 4.37 2.736 0.952 0.0065 0.938 0.0247 

19 50 235 5.48 0.8938 0.942 0.0174 0.886 0.0347 

20 50 943 4.92 0.7456 0.955 0.0142 0.911 0.0371 

Table 1: Mask RCNN results 

Table 2 shows the ROVS results for AD photo replacement. The No. of video frames and No. of edge 

pixels are similar to Table 1, these two columns are not shown in Table 2. In RVOS, 14 videos have RMS 

values less than 3.0. In these videos, the AD replacement is natural and perfect. However, all RMS mean 

values in Mask RCNN are greater than 3. Therefore, RMS of errors in RVOS results is better than Mask 

RCNN. Four videos (9, 11, 14 and 18) has RMS mean value around 4.0. In these four videos, the contrast 

between the background picture and the human being occlusion part is not obvious, so that the RVOS does 

not perform perfectly. 19 videos have fewer RMS standard deviation values than Mask RCNN. This shows 

the RVOS predicts the occlusion edges with less fluctuation through the video frame sequence. However, 

video 10 has a significant poor result in which the mean value is 14.73 and standard deviation of 7.8715. 

This is because, in video 10, the background picture includes black colour, which is similar to human hair. 

Thus, RVOS cannot segment the human area accurately. In the ADR IoU results, all videos have mean 

values greater than 0.95. However, Mask RCNN has 6 videos less than 0.95. In the HMO IoU results, most 

of the videos have mean values around 0.9. Particularly, videos 1, 2, 3, 12, 15, 16, 17 18 and 19 (9 videos in 

total) have the values greater than 0.95. However, videos 4 and 10 have lower values of 0.779 and 0.819, 
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respectively. In this case, RVOS has better results than Mask RCNN. In summary, Table 2 shows that the 

RVOS segments the occlusion part and perform the AD replacement more accurately than Mask RCNN. 

Videos 

RVOS 

RMS ADR IoU HMO IoU 

Mean Stdv Mean Stdv Mean Stdv 

1 2.08 0.3953 0.996 0.0015 0.963 0.0133 

2 2.86 1.1136 0.958 0.0159 0.965 0.0108 

3 1.70 0.3222 0.990 0.0022 0.951 0.0104 

4 1.93 0.4546 0.990 0.0028 0.779 0.0996 

5 2.19 0.2094 0.990 0.0012 0.941 0.0058 

6 1.96 0.9734 0.997 0.0012 0.896 0.0386 

7 2.48 0.1979 0.987 0.0009 0.903 0.0065 

8 2.85 0.7956 0.995 0.0010 0.878 0.0256 

9 3.97 1.4850 0.958 0.0120 0.894 0.0368 

10 14.73 7.8715 0.982 0.0083 0.819 0.1002 

11 3.74 1.0765 0.981 0.0043 0.911 0.0186 

12 1.08 0.1592 0.991 0.0031 0.967 0.0106 

13 2.75 0.5864 0.990 0.0037 0.937 0.0070 

14 5.36 2.5392 0.957 0.0200 0.930 0.0330 

15 1.31 0.3553 0.996 0.0007 0.952 0.0173 

16 2.09 0.4154 0.988 0.0026 0.951 0.0092 

17 2.26 0.3542 0.975 0.0048 0.959 0.0109 

18 4.10 1.0359 0.984 0.0035 0.968 0.0065 

19 2.11 0.1801 0.962 0.0035 0.956 0.0031 

20 3.06 0.3379 0.979 0.0056 0.936 0.0172 

Table 2: RVOS results 

Table 3 indicates the DeepLabV3 results of AD photo replacement. In the RMS of errors, 18 videos have 

values less than (or close to) 3.0, which is more than RVOS. This shows the DeepLabV3 performs 

segmentation better than RVOS. Only, videos 8 and 10 have values of 4.27 and 4.06, respectively. Video 8 

includes the human hair which is transparent to the background picture, so DeepLabV3 doesn’t process it 

well. Although the background is black (similar to the human hair) in video 10, the performance of 

DeepLabV3 is much better than RVOS and Mask RCNN. In the standard deviation of RMS, DeepLabV3 has 

19 videos’ values smaller than Mask RCNN and has 11 videos’ values smaller than RVOS. This indicates 

that the DeepLabV3 predicts the occlusion edges with less fluctuation than both Mask RCNN and RVOS.  In 

the ADR IoU results, 19 videos have mean values greater than 0.95. Particularly, 17 videos have these values 

greater than 0.98, which RVOS has 14 videos. Only video 2 has ADR IoU mean value less than 0.95, but the 

value is 0.941 which is close to 0.95. In the HMO IoU results, 14 videos have mean values higher than 0.95, 

which is more than RVOS (9 videos). Video 4 has the lowest value of 0.764, which is slightly lower than the 

result of RVOS. Because the occlusion part in this video is very small, the HMO IoU is sensitive to the non-

segmented occlusion part. However, both DeepLabV3 and RVOS perform much higher values than Mask 

RCNN, which has only 0.261. Video 10’s HMO IoU value is 0.953 which is better than the results from 

RVOS and Mask RCNN. In summary, Table 3 indicates that the DeepLabV3 has the best performance 

among the three convolutional neural network models. 
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Videos 

DeepLabV3 

RMS ADR IoU HMO IoU 

Mean Stdv Mean Stdv Mean Stdv 

1 1.55 0.3149 0.997 0.0021 0.972 0.0181 

2 2.81 2.3665 0.941 0.0305 0.950 0.0290 

3 1.73 0.5472 0.990 0.0027 0.954 0.0139 

4 2.76 1.5916 0.984 0.0130 0.764 0.0644 

5 0.72 0.1717 0.996 0.0011 0.979 0.0061 

6 1.50 0.2412 0.998 0.0002 0.916 0.0107 

7 1.10 0.1895 0.993 0.0006 0.949 0.0047 

8 4.27 2.1017 0.993 0.0032 0.847 0.0664 

9 1.82 0.3837 0.982 0.0030 0.951 0.0107 

10 4.06 2.3479 0.994 0.0026 0.953 0.0248 

11 2.17 0.4456 0.988 0.0015 0.942 0.0073 

12 0.84 0.2386 0.993 0.0030 0.974 0.0135 

13 2.07 1.2642 0.994 0.0011 0.957 0.0191 

14 1.87 0.5582 0.985 0.0041 0.978 0.0058 

15 1.20 0.3118 0.996 0.0009 0.952 0.0166 

16 2.27 0.4836 0.988 0.0028 0.952 0.0088 

17 2.16 0.4572 0.977 0.0037 0.962 0.0125 

18 1.79 0.1811 0.993 0.0007 0.987 0.0014 

19 2.04 0.2005 0.962 0.0048 0.956 0.0039 

20 3.19 0.2272 0.975 0.0071 0.929 0.0113 

 Table 3: The DeepLabV3 results  

In the above three tables, the results of the 20 videos are shown. The Mask RCNN has a lower mean 

value of HMO IoUs and higher mean values of RMS errors in most of the videos. The performance of Mask 

RCNN is the worst. The RVOS has RMS mean values significantly lower than Mask RCNN in most of the 

videos. Furthermore, the mean values of ADR IoU and HMO IoU are higher than Mask RCNN for most of 

the time. However, RVOS has a high value of RMS in one video. The DeeplabV3 model has low values of 

RMSs and high values of ADR IoUs in most videos comparing to the other two models. In HMO IoU results, 

this model has the highest values; except that one video is slightly lower than RVOS. Thus, the DeeplabV3 

model has the best performance. This model is the main technology to be implemented for AD photo 

replacement, so far, for the Zyetric company. 

The curve fitting method uses RMS of the pixels difference to measure whether the AD replacement can 

be virtually natural or not. It focuses on the edge of the segmentation. It is more efficient than the IoU 

evaluation parameters. Because the IoU method focuses on the segmentation area of the occlusion part, but 

the edge of the occlusion part more relates to how natural the AD replacement. For example, video 10 has 

high values of ADR IoU on all three deep neural network models (Mask RCNN: 0.982; RVOS: 0.982; 

DeepLabV3: 0.994). However, the AD replacement results on Mask RCNN and RVOS are very bad. In this 

case, the RMS values on these two models are very high (13.60 on Mask RCNN and 14.73 on RVOS). The 

RMS values clearly show the bad performance of these two models. Another example is on video 4 HMO 

IoU. The occlusion area on this video is small, which effects the values are low on RVOS and DeepLabV3 

models (0.779 and 0.764 respectively). However, the AD replacement is virtually natural on this video with 

these two models. In this situation, the curve fitting RMS values on these two models are less than 3.0 

(RVOS: 1.93; DeepLabV3: 2.76), which clearly indicate the successful results of the AD replacement. In 

summary, the curve fitting method efficiently measures the AD replacement performance for CNN models. 
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Figure 12 shows the vision results with the three CNN methods. The example is from the first frame of 

video 3. In Figure 12, the Mask RCNN has the worst result. However, the results of RVOS and DeepLabV3 

are similar. This figure just shows an example of an occlusion solution. It cannot be used to compare the 

CNN methods. The three tables above can numerically indicate which CNN method is the best. 

 

 

6  Conclusions 

This paper introduces a novel application of using CNN methods to solve the occlusion problem for 

advertainment (AD) photo replacement (or AD replacement model) on social media videos. In a social media 

video, if a human being occludes a picture which is required to be replaced by an AD, this advert photo will 

block the occluded human body. This research has used CNN methods to segment human being area, and 

then paste this area back to the video. This approach successfully solves the occlusion problem. 

In this paper, three deep learning models have been implemented for AD photo replacement. The results 

are compared by using IoUs and a special curve fitting method. The IoUs evaluates the region of the 

segmentation. The special curve fitting method is proposed to evaluate the segmentation shape. This 

indicates whether the final AD photo is embedded naturally or not. According to the test videos, the curve 

fitting method is more efficient to measure the performance of the AD photo replacement. 

The evaluation results indicate that the proposed AD replacement model successfully implement CNN 

methods to solve the occlusion problem. Particularly, the AD replacement model with DeepLabV3 performs 

the best results on 20 test videos. The AD replacement model with RVOS is the second-best approach. 

However, the AD replacement with Mask R-CNN is not able to replace AD logo naturally on most of the 

tested social media videos. 

  

(a) (b) 

  

(c) (d) 

Figure 12: Vision results of the AD replacement. (a) The original image. (b) The result of 

implementing Mask RCNN. (c) The result of implementing RVOS. (d) The result of implementing 

DeepLabV3. 
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Even though the AD photo is replaced with a picture from a social media video naturally, the replaced 

area of a picture is given to the model manually. This task is labor extensive if the camera moves during the 

video recording. Our future work is to detect the potential replaced area by using CNN methods as well. 

In addition, our proposed occlusion solution still needs more video data to verify and confirm the 

efficiency and robustness. For example, videos including different objects occlusion should be collected, 

such as animals occluded with each other or cars occluded with posters. Also, different methods for different 

object segmentation can be used to test our occlusion solution. Furthermore, our proposed special curve 

fitting evaluation method needs to be compared with other evaluation methods. Even although the contour 

accuracy [26, 57] is not suitable for this research of evaluating the occlusion avoidance solution, it still needs 

more experiments to prove our proposed evaluation method. For example, we can use the contour accuracy 

to evaluate the performance of other occlusion avoidance technique based on CNN. If the performance 

evaluation of contour accuracy is not accurate, then this can prove our proposed evaluation method to be 

better because our proposed evaluation method focuses on the distance between the predicted occlusion edge 

and the ground truth occlusion edge. 
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