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Abstract

Results of using an RGB-D camera (Kinect sensor) and a stereo camera, separately, in order to determine

the 3D real position of characteristic points of a predetermined object in a scene are presented. KAZE algo-
rithm was used to make the recognition, that algorithm exploits the nonlinear scale space through nonlinear
diffusion filtering; 3D coordinates of the centroid of a predetermined object were calculated employing the
camera calibration information and the depth parameter provided by a Kinect sensor and a stereo camera.
Other comparisons have been made using different types of cameras similar to those used in this work,
however, a conclusion of the best performance depends on the specific application, for example, it has been
shown that for 3D surface reconstruction, the Intel RealSense D415 camera has higher precision than the
Kinect.
Experimental results of this work show it is possible to get the required coordinates with both cameras in
order to locate a robot, although a balance in the distance where the sensor is placed must be guaranteed:
no fewer than 0.8 m from the object to guarantee the real depth information, it is due to Kinect operating
range; 0.5 m to stereo camera, but it must not be 1 m away to have a suitable rate of object recognition,
however, without loss of generality it can be concluded that the Kinect presents greater precision in the
distance measurements with respect to the stereo camera.

Stereo camera, 3D coordinates, descriptors, Kinect, image processing, object recognition.

1 Introduction

Knowing spatial location of an object in a scene has several applications, particularly, in the field of robotics
where visual servoing is usually employed which consists in using visual information obtained from one or
more cameras to locate the end effector of a robot in a wanted position [1] and even to follow a trajectory track-
ing of a movable object [2]. Visual control applications at industrial level have focused on tasks of welding [3]
and assembly [4], but there are also important advances in the applications found in other fields as medicine,
some examples are presented in [5] and [6].

In literature, visual control diagrams are classified according the camera’s location: eye-in-hand camera [7] and
eye-to-hand camera [8]; but also in: image-based visual servoing (IBVS) and position-based visual servoing
(PBVS) [9], in the first one, the data feedback consists of image characteristics, whereas in the second one in-
formation about the actual location of an object is required. In works carried out according PBVS, intrinsic and
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extrinsic parameters obtained from camera calibration are used to get coordinates in a scene, although depth
information must be estimated; other works use stereo calibration employing two cameras in order to get depth
information [10].

Recently, depth cameras that use a laser sensor to get information of three dimensions in a scene have been
used, the most popular is Microsoft’s Kinect which has been employed in investigations in several areas in-
cluding face recognition [11], 3D scene reconstruction [12] and human-machine interfaces [13]. Employing
a sensor that combine RGB camera advantages, this means, the possibility of getting information about mor-
phology and characteristics of an object, with a laser sensor to obtain real information of the depth, allows for
determining an object position in the space regarding a coordinate origin without using more than a camera,
that allows for getting a system less expensive in terms of economy and computing. Furthermore, there is an
emerging market of stereo cameras that use information from two lenses to calculate objects volume and depth
employing the epipolar geometry theory [14].

In this paper algorithms of objects recognition in a scene are employed, and the centroid coordinates of the
object in order to be used in the object tracking by a robot are obtained. All the process is carried out using two
cameras separately: (a Kinect and a stereo camera). The results that were obtained are compared to determine
which one is the most suitable to do the previous task according the camera (RGB for Kinect and monochro-
matic for the stereo) and the technique to calculate the depth of them.

This paper is divided by this way: in the section 2 there is a literature review about the most used descriptors of
characteristics to objects recognition, as well as the cameras employed in this work. In the section 3 the used
methodology is described through every phase, in this way, the section number 3.2 explains in detail the object
recognition in the scene and its segmentation phase; in the 3.3 section the camera information (camera matrix)
with the depth information are employed to obtain the real location of a segmented object regarding the image
plane; in the 3.4 section the coordinates of a found point regarding the base of the robot serial are shown; in the
4 section the analysis and discussion of results are presented.

2 State of the art

Several algorithms have been developed in order to find characteristics of interest within images, those charac-
teristics are generally employed to locate connections between images to obtain similarities between them and
to find determinate objects. The most used algorithms are “Scale-invariant feature transform (SIFT” [15],“Cen-
ter surround extremas for realtime feature detection and matching (CenSurE)” [16] , “Difference of Circles
(Doc)” [17] and “Speeded-Up Robust Features (SURF)” [18] and “KAZE”; every one of them has some advan-
tages regarding the amount of similarities that can be found, the time of formulation or invariants in relation to
position or scale and other characteristics. In [19] a comparative analysis of different descriptors is carried out
where KAZE stands out in several aspects.

Alcantarilla et al. [20] presented KAZE characteristics that exploit a nonlinear scale space through a nonlinear
diffusion filtering. That makes the soft focus of images adapt locally to the characteristic points, in this way
noise is reduced and at the same time the limits of images areas are preserved. KAZE detector is based on scale
normalized determinant of Hessian Matrix (Equation 1), which is calculated in several scale levels.
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Response maximum of the detector are collected as characteristic points using a movable window. The de-
scription of characteristic introduces the rotational invariance property when the dominant rotation in a circular
neighborhood around every detected characteristic is found. KAZE characteristics are invariant in relation to
rotation, scale and limited affinity, and they have a better recognizing in variable scales with a moderate in-
crease in computing time.
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The second equation (Equation 2) shows the classic nonlinear diffusion formulation.

e div(e(x,y)).VL 2

Where “c” is a conductivity function, “div” is divergence, Vis gradient operators and “L” is luminance of
the image.
Furthermore, different devices have recently been developed which allows for an image acquisition as a con-
ventional camera and obtaining depth information, that permits to get information of 3D objects. As it was told
previously, one of the most popular devices is Microsoft’s Kinect that employ an infrared projector, as well as
an infrared camera to produce an image of depth, additionally, Kinect sensor reproduces video with a frequency
of 30 Hz in RGB 32-bit color and a VGA resolution of 640X 480 pixels, QVGA resolution of 620X 480 pixels.
The limit of Kinect visual range is between 1 and 3.5m of distance with a 57° visual angle horizontally and a
43° angle vertically [21].
Besides Kinect, stereo cameras have been popularized, with them it is possible to get information of depth
through triangulation of the epipolar geometry. Particularly, the camera that was used in this work is an e-Con
System Tara which has two monochromatic cameras with resolutions of 752.X480, 640X 480 and 320X 240 at
60 fps and a distance of base line of 60 mm[22].

3 Method

This paper has two fundamental objectives, the first one is to recognize the position of a specific object in a
scene through a camera in real time in order to determine the spatial location of its mass center in relation to
the coordinate system of a serial robot; the second one is to compare the results of both kinds of camera that
are able to provide 3D information. The Figure 1 shows Phases that are employed to carry out the objective’s
achievement.

Adequacy of cameras and

work environment

Image capture
Lighting conditions and distance 8 P

Object recognition

camera's reference system are
transformed to the reference
system of a robot arm

. — Separate objects | Find similarities between the object
between camera and object to be . . e
Multiple objects within a scene and a scene
photographed
Modification of Determination of spatial
coordinates system location
The coordinates of the point of the |e—— The depth information from the

cameras is used to determine the
3D coordinates of the center of the
recognized object.

Figure 1: Block diagram of the methodology used. Source: Author

3.1 Adequacy of cameras and work environment

Both cameras and objects to be photographed are located at 80 cm height, the distance between objects and
camera could be between 0.5m and 1.5m; moreover, there is just one light source to guarantee that photographs
are taken under the same circumstances. Figure 2 shows the described adequacy.
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Figure 2: Conditions that were used to take images. Source: Author

3.2 Object recognition

Regarding object recognition, literature presents experiments that were carried out according databases which
contain 2D and 3D images in several categories, there are some examples in [23] and [24]. In this paper, pic-
tures of objects with similar characteristics are taken and three toy figures were chosen: captain America, Thor
and Hulk. In order to do the recognition, image characteristics of every object are extracted separately to search
similarities in them and the scene that was registered in real time with every camera.

As it was presented previously, it is possible to obtain the characteristics according several techniques, some
of them are Scale-invariant feature transform (SIFT), Center surround extremas for realtime feature detection
and matching (CenSurE), Difference of Circles (Doc) y Speeded-Up Robust Features (SURF), although KAZE
is used in this work because of the comparative analysis that was carried out in [19] showed that KAZE has a
better performance and results in the similarity of characteristics by point.

Following the previous phases in relation to KAZE descriptor, characteristic points of interest that were found
separately by the descriptor for each object are presented in figure 3.

The best bin first [25] was the algorithm used to search similarities, that makes the characteristics of the
object coincide with those neighbors of the image which is called scene. The algorithm calculates the distance
between vectors of the characteristics in the objects and in the scene to carry out the similarity; the nearest
neighbor is defined as the main point with a minimum Euclidean distance to the vector descriptor; in figures 4
and 5 similarities found between both objects and scenes are shown

3.3 Determination of spatial location

When the similarities between the characteristics of points of interest in the images of objects and the scene, the
result is the object recognition in the set. Spatial location that is wanted to be found is that one of the centroid
of polygon which surrounds the object in the scene, there is an example in figure 6 where one of the recognized
objects is shown, and also its centroid is highlighted with an asterisk.

Pinhole model describes the geometric relationship between an object coordinates in a 3D space and its pro-
jection in an image plane of a camera [26]. Figure 7 illustrates geometric relationships between a point and its
projection, those are represented in equation 3.

19
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Figure 3: Points of interest detected by KAZE algorithm for each reference object. Top row taken by a Kinect.
Lower row taken by a stereo camera. Source: Author

: Author
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Figure 6: Recognized object in a scene. Source: Author
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Figure 7: Geometric model of camera. [26]

Where [u, v, 1] and [Xw, Yw, Zw]| are the homogeneous coordinates of a point in the image and in the 3D
scene respectively; K is the matrix of intrinsic parameters of camera that is composed of the components of
focal distance (fx, fy), coordinates of principal point o' (u0,v0) and distortion factor (s) which are organized
according the equation 4; R and 7 are rotation and translation matrix to point the scene toward coordinates of
the camera known as extrinsic parameters.

fx s w0
K=| 0 fy 20 4)
0 0 1

Intrinsic and extrinsic parameters of Kinect camera are found according the calibration procedure described
in [27], where an image that works as a pattern with known conditions (usually a chess board) is employed
to generate relationships of real world (X, Yy, Zy) in meters with coordinates in the image. K matrix is
important during the calibration procedure, regardless correction factor s, equation 5 is presented.

530.12 0 239.21
K = 0 525.96 266.43 5)
0 0 1

Despite it is possible to estimate the position without having an exact measure of depth, in order to get a
later application of positioning, unwanted paths can be generated [28]. For that reason, depth data provided
by the selected cameras is employed in this work. Operating range of Kinect is between 1m and 3.5m while
stereo camera’s goes from 0.5m to 3m, that limits the possibility of getting a complete spatial information from
images which were acquired in those ranges.

Figure 8 shows the depth map generated by Kinect for the scene where one of the objects of search is recog-
nized, as well as a 3D point cloud that is represented in the scene; depth data is taken in the coordinates of
polygon centroid that surrounds the known object, in that way with an application of equation 3 it is possible
to obtain information about real coordinates of that point location.

Similarly, figure 9 shows the disparity map obtained with stereo camera that allows for getting depth data.



22 Julian S. Rodriguez. / Electronic Letters on Computer Vision and Image Analysis 20(1):16-27, 2021

tip

Figure 8: Map of depth of the scene with recognized object. And point cloud obtained with Kinect. Source:
Author

Figure 9: Disparity map obtained with stereo camera. Source: Author

3.4 Modification of coordinates system

Both location of the base of a classifier arm and camera location are fixed. In that way, a transformation based
in the rotation matrix and the translation vector between systems of coordinates is employed in order to convert
the object location of coordinates of the camera into a reference system placed at the base of robot [29]. That
converts the point of the camera which was found (shown in the system (X¢,Ye, Z¢)) into one that has as
reference the system (X R, Y R, ZR) corresponding to the robot. (10)
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Figure 10: Coordinates systems of camera and robot. Source: Author
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4 RESULTS AND DISCUSSION

As it was mentioned previously, this paper objectives are comparing the achievement of both cameras in objects
recognition and spatial position. Thus, an experiment was made to valid each objective. The procedure and

results are discussed below:

4.1 Objects recognition

Images of the same scene form different distances varying objects location and amount were taken. The proce-
dure explained in methodology was applied for each image by calculating characteristic points through KAZE
detector in order to find coincidences in the images. Since 1,5m, images that were taken with any camera
have percentages of recognition too low, hence it is not appropriate to recognize objects. That is why distances
are modified until 1,5m. Table 1 sums up the percentages of recognition obtained according the distance of
acquisition of Kinect, and in Table 2, there are the same results but with a stereo camera.

Table 1: Results of object recognition in the scene with Kinect. Source: Author

Distance/Object | Captain America | Hulk | Thor
0,50 m 95% 97% | 90%

0,7 m 90% 80% | 75%
0,8m 90% 80% | 75%

Im 86% 75% | 70%

1,2m 80% 70% | 55%
I,L5m 75% 50% | 45%

Table 2: Results of object recognition in the scene with stereo camera. Source: Author

Distance/Object | Captain America | Hulk | Thor
0,50 m 95% 97% | 90%

0,7 m 90% 80% | 75%
0,8m 90% 80% | 75%

Im 80% 75% | 70%

1,2m 75% 62% | 50%
1,5m 40% 35% | 35%

Two main aspects are shown in tables 1 and 2. First, the results of recognition of images that were obtained
by the stereo camera are slightly fewer than those obtained by Kinect, which can be attributed to the fact that
the images of a stereo camera are slightly darker than those of Kinect, despite photographs are taken with the
same resolution and under the same conditions of illumination. Moreover, the percentage of recognition of
objects decreases when distance increases with both cameras, that is due to image resolution is low.

After knowing the results of Tables, it is found that images of the scene must be taken at a 0.5m distance
in order to obtain better results; although, according the objective of this work, that could not be possible with
Kinect due to the range of infrared operation starts at 0.8m, it means, the object would be recognized with a
shorter distance, but it is not possible to find real information of depth.
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Figure 11: Coordinates systems of Kinect and stereo camera Tara. [22]

4.2 Validation of objects location

New images with both devices are taken to valid coordinates that are known and related to the sensor. Centroid
coordinates of each object are obtained according to the procedure presented in section 3, and the results are
obtained according to the coordinate system presented in Figure 10. Each distance from sensor to the center
of the object is validate by measuring centroid location of the object using a measuring tape in order to verify
the algorithm results. Results are summed up in Figures 12 and 13 where the vertical axis represents the given
measure using a specific camera, and the horizonal axis concerns to the measure found with the measuring tape.
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Figure 12: Measures taken with Kinect Vs Distances measured physically. Source: Author
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Despite differences between the measures of distances of each object with both cameras, the results pre-
sented in Figures 12 and 13 show the high precision of the distances data taken with Kinect sensor and the
stereo camera, at less for the objective of this work. However, it is possible to deduce that applications where a
bigger level of precision as an assembly of little pieces is required, probably a determination of the real location
of a robot could not happen due to the differences between the order of millimeters. Moreover, Table 3 allows
to have a better depiction of the differences between both devices with a summary of the percentage faults on
average of objects distances taken by each camera.

Table 3: Average percentage errors in the distances of each object. Source: Author

Object/Camera | Kinect | Stereo
Captain America | 1.2% | 2.18%
Thor 1.36% | 1.88%
Hulk 1.75% | 3.19%
General Average | 1.44% | 2.42%

This Table shows Kinect sensor has less faults with distances measures related to the stereo camera for each
object.

After making the experiments presented and noticing there are some differences between the measures of
distance for each object with both devices, a third experiment is made without any predetermined object, but
by measuring distances to a flat object in order to verify the difference in the result with any dependence on a
specific figure. Again, the distances that were obtained are valid with a measuring tape. Figure 14 shows the
given results and Table 4 represents the percentage faults on average of the distance from each camera to a flat
object.
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Figure 14: Measures of distance taken on a flat pattern with stereo camera Vs Kinect. Source: Author

Table 4: Average percentage errors of the distance measurement of each camera to a flat object. Source: Author
Object/Camera Kinect | Stereo
Average error percentage | 0.82% | 2.61%

The response of measures taken on a flat pattern is generally more lineal in relation to measures on other
objects for Kinect, that allows for deducing the response in sensor depth depends on reflection surface due to
the material or shape. Furthermore, measures taken with the stereo camera are slightly on the real ones, that
means Kinect has a better precision with the distance measure regardless the objective of this work.
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5 Conclusion

Depth data was employed, as well as the information of image provided by a RGB-D camera (Kinect), and a
stereo camera using calibration parameters to determine the real position of the center of an object in a scene,
experiments of recognition of objects with similar characteristics in the scene were done applying KAZE algo-
rithm; moreover, the results of depth that was obtained in relation to camera shot were verified.

Images must be taken in short distances (less than 0.5m) to obtain satisfactory results in relation to object
recognition due to the low resolution of cameras that were employed. According to those conditions Kinect
proved it has a better achievement in the recognition task with characteristic points developed by KAZE algo-
rithm.

Regarding depth data provided by cameras is the right one to achieve the objective of this work, although, the
operation ranges of Kinect (1m - 2.5m) and stereo camera (0.5m - 3m) do not allow the object to be recognized
in the scene in several times despite depth data that was provided by cameras is satisfactory.

Kinect proved a better achievement in the precision of distance measure once again, with an average general
fault of 1.44% instead of 2.42% given by the stereo camera for the measure of the centroid of predetermined
objects, and 0.82% instead of 2.62% in the distance to a pattern of flat surface.

Validations of distances show it is possible to obtain coordinates and depth data in order to achieve the
wanted application. Although, there is a variation in relation to the distance and the object according the same
distances taken in a flat pattern, for that reason, formal research on precision of depth data for Kinect according
the reflection surface and other variables carried out in a future work could be something interesting.
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