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Abstract 

Intensity inhomogeneity is a well-known problem in image segmentation. In this paper, we present a new 
region-based active contour model for image segmentation which can handle intensity inhomogeneity problem. 
This model introduced a new region-based signed pressure force (SPF) function, which uses the local mean 
values provided by the local binary fitting (LBF) model. In addition, the proposed model utilizes a new 
regularization operation such as morphological opening and closing to regularize the level set function in the 
evolution process. Experimental results on synthetic and real images show that the proposed model gives 
satisfactory segmentation results as well as less sensitivity to the initial contour location and less time consuming 
compared with the related methods. 

 
Key Words: Active contour models, Image segmentation, Intensity inhomogeneity, Local image information, 

Signed pressure force function.  
 

 

1 Introduction 

Image segmentation is a fundamental procedure in the field of computer vision and image processing. 
Different methods have been proposed for image segmentation including the Active Contour Models (ACM) 
[1]. The fundamental idea of ACM is to evolve a curve under some constraints from a given image to reach 
the boundaries of the desired objects, by minimizing energy functional. According to the energy, ACM are 
classified into two main categories: edge-based models [1-4] and region-based models [5-8].  

Edge-based models rely on the image gradient information to stop the evolving curve on the desired 
object boundaries. Geodesic Active Contour (GAC) [2] is one of the well-known models in this category. 
Although GAC has been successfully applied for images with high variation in gradient at the object's 
boundaries, it meets difficulty when dealing with the objects having blurred or discrete boundaries and it 
hardly detects the object corrupted by noise [9]. 

Unlike to edge-based models, the region-based models do not utilize the image gradient; they utilize 
image statistics inside and outside the curve to control the evolution with better performance including weak 
edges and noise. One of the famous region-based models is the Chan and Vese (C-V) model [5] which is a 
simplified Mumford-Shah model [10]. The C-V model utilizes the global information of homogeneous 
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regions. Thus, it has good segmentation result for the objects with weak or discrete boundaries but often has 
erroneous segmentation for images with intensity inhomogeneity [11].  

In order to deal with intensity inhomogeneity, Li et al [12] proposed the Local Binary Fitting (LBF) 
model by using local regions information instead of global ones. However, it is sensitive to initial contour 
and is easy to trap into local minimum, which holds back its practical applications [13, 14]. 

To ameliorate the robustness to contour initialization, Zhang et al [6] proposed a hybrid model combining 
the local and global intensity information, which utilizes a region-based Signed Pressure Force (SPF) 
function to update curve evolution and a special processing named Selective Binary and Gaussian Filtering 
Regularized Level Set (SBGFRLS) method to regularize the Level set function. This model is robust and 
simple to implement, but it is found to be slow and parameter dependable [7].  

An Online Region-based Active Contour Model (ORACM) using a new level set formulation was 
proposed in [7], which present the advantage by providing less time without changing segmentation accuracy 
and parameter free. Different to the ACM with SBGFRLS, ORACM uses a simple and efficient level set 
updating formulation by using directly current level set function instead of the curvature approximation and a 
simple morphological opening and closing processes instead of Gaussian smoothing to smooth the level set 
function. However, this model is hard to deal with the images having inhomogeneous intensity [7]. 

Inspired by the work in [7] and [12], we propose a Fast Local Region-based ACM which deals well under 
the intensity inhomogeneity problem. It is implemented by introducing a new SPF function that utilizes the 
local image information provided by the LBF model in the level set updating formulation of the ORACM 
model. Similar to ORACM model, the proposed model uses a simple morphological opening and closing 
regularization operation to regularize the level set function, and in addition to ORACM model advantages, 
the proposed model can effectively segment images with intensity inhomogeneity. Experiments on some 
synthetic and real images show desirable segmentation results of our model. Moreover, comparisons with the 
related models also show that our model is less sensitive to initial contour location and more computationally 
efficient. 

This paper is organized as follow: In section 2, we review some ACM and their limitations. Section 3 
describes the proposed model. Experimental results are shown in section 4. Finally, Section 5 concludes the 
paper. 

2 Related Methods 

2.1 The GAC model 

Let I: Ω →R be a given image, Ω be the image domain and C be a closed contour. The GAC model [2] is 
formulated by minimizing the following function:  
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where Gσ is a Gaussian Kernel with standard deviation σ. 

Using calculus of variation [15], the Euler-Lagrange equation of (1) is: 
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where k is the curvature of the contour, 
→
N  is the inward normal to the curve and α is a constant which is 

added to increase the propagation speed. By using the level set method [16], we can obtain the following 
level set formulation: 
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Because of the GAC model relies on the ESF g to stop the curve evolution, the model can detect only 
objects with edges defined by gradient [17]. 

2.2 The C-V model 

Chan and Vese [5] proposed an active contour model does not rely on the ESF during curve evolution. 
This region-based active contour is a special case of Mumford-shah problem [10], which uses the intensity 
information of different regions to minimize the energy functional defined as follow:  
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where µ, ν≥0 and λ1, λ2>0 are constants. C1 and C2 are the average intensities of I inside and outside the 
curve, respectively. Both length of the curve and the area of the region inside C, regularize the curve. By the 
use of the level set method [16], the energy functional in (5) can be reworded as: 
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where H(ϕ) and δ(ϕ) are the Heaviside function and the Dirac function, respectively. 
Using the Euler-Lagrange equation to solve the minimization problem of (6), the corresponding level set 
formulation can be expressed as:                                                                                                                                    
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where C1 and C2 can be expressed as follow: 
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The C-V model has good performance when segmenting images with weak edges and noise. Thus, the 
use of global information of the image leads to inaccurate segmentation results for images with intensity 
inhomogeneity. 

2.3 The ACM with SBGFRLS model 

Zhang et al. proposed a region-based GAC [6] which incorporates the GAC and C-V model by 
constructing a SPF function replacing the ESF of the GAC model. The SPF function is defined as follow: 
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where C1 and C2 are defined in (8). The SPF function modulates the signs of the pressure force inside and 
outside the region of interest so that the curve shrinks when outside the object, or expands when inside the 
object. The level set formulation of this model is given as: 
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The use of the SPF function makes the model controls the direction of the evolution and to stop the 
evolving curve at weak or blurred edges. Moreover, the level set function of this model is regularized by the 
selective binary and Gaussian filtering SBGFRLS which reduces the computational coast of the re-
initialization step which in turn makes it more efficient than the traditional level set methods [8]. However, 
the ACM with SBGFRLS has two major disadvantages: the parameter α must be tuned according to images 
which make the model parameter dependable. The second disadvantage is slowness causes by the gradient of 
the level set function [7]. 

2.4 The ORACM model 

ORACM [7] is a region based active contour which covers the drawbacks provided by ACM with 
SBGFRLS; it necessitates no parameter and takes less time to detect objects boundaries. Unlike the ACM 
with SBGFRLS, ORACM uses a simple and efficient level set updating formulation given as follow: 
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where H(.) is the Heaviside function and SPF(.) is the signed pressure force function defined in (9). 
Comparing with the level set formulation of the ACM with SBGFRLS, ORACM does not need parameters 
to be tuned according to input images, which make it parameter free. The directly use of current level set 
function instead of its curvature approximation reduces the calculation time. In addition, ORACM uses a 
simple morphological opening and closing processes instead of Gaussian smoothing to smooth updated level 
set. 

In spite of having a considerable amelioration from the perspective of speed and parameter dependability, 
using global information in the SPF function tends to erroneous segmentation results with images having 
inhomogeneity of intensity. 

2.5 The LBF model 

In order to overcome the problem of intensity inhomogeneity, Li et al. proposed the LBF model [12]; by 
using two smooth functions f1(x) and f2(x) that approximate the local image intensity inside and outside the 
curve, respectively. The energy functional is defined as follow: 
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where λ1 and λ2 are positive constants and Kσ is a Gaussian kernel with standard deviation σ. 
Using level set function ϕ to represent the curve C and minimizing the energy functional FLBF with respect to 
ϕ, give the following gradient descent flow:   
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where f1(x) and f2(x) are defined as follow: 



A. Azizi et al. / Electronic Letters on Computer Vision and Image Analysis 15(1):1-13; 2016      5 

                                                           

[ ]

[ ]

















−∗

−∗
=

∗

∗
=









Ω

Ω

Ω

Ω

.
))(1(

))(1)((

)(

)(

)()(

)(

2

1

φ

φ

φ

φ

σ

σ

σ

σ

HK

HxIK

xf

HK

HxIK

xf

                                                     (14) 

Because of using local region information, specifically local intensity mean, the LBF model is able to 
provide desirable segmentation results even in the presence of intensity inhomogeneity. However, it is 
sensitive to initialization to some extent and easy to fall into a local minimum [13]. 

3 The Proposed Method       

Based on the level set updating formulation of the ORACM model, the proposed model is constructed by 
replacing the SPF function with a new SPF function, taking into account the local intensity information. 

3.1 Local SPF function 

In our model, we introduce a new SPF function based on the local properties of the image by replacing 
the global mean values inside and outside the curve with the local mean values provided by the LBF model. 
The new SPF function is called Local Signed Pressure Force (LSPF) function which is constructed as follow: 
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where f1 and f2 are defined in (14).   

Similar to the SPF defined in [6], the sign and value of LSPF ranges in [-1, 1] so that, it adjusts the signs 
of the pressure force inside and outside the region of interest so that the curve shrinks when outside the 
object and expands when inside the object; the only difference is that the LSPF is constructed using local 
mean values inside and outside the curve which help the model to work well with the intensity 
inhomogeneous regions, where the LSPF can be minimized when the curve is exactly on the region 
boundary; the local mean intensities which are computed using the Gaussian kernel as in (14), lead to assign 
different signs for both inside and outside region presenting inhomogeneous intensity.   

In addition, the proposed model is a generalization of the ORACM model, and it is degenerated when the 
Kernel function in (14) is an averaging filter and the size of its window is infinity; the functions f1 and f2 
become representing average intensities inside and outside the curve C1 and C2, respectively.  

3.2 Implementation 

In practice, the Heaviside function H(.) in (14) is approximated by a smoothed functional Hϵ(.) defined, as 
proposed in [12], by: 
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Substituting the SPF function in (11) with the LSPF function defined in (15), we obtain the level set 
updating formulation of the proposed model as follow: 
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Similar to ORACM model, the proposed model uses a simple morphological opening and closing 
processes to smooth updated level set. These two operations performed sequentially are commonly used in 
computer vision and image processing for noise removal and smoothing [7]. 

Finally, the different steps of the proposed algorithm are as follow: 

1. Initialization of the level set function ϕ to be a binary function as follow: 
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where d>0 is a constant, Ω0 is a subset in the image domain Ω, and əΩ0 be all the points in the boundaries of 
Ω0. 

2. Compute the local mean values f1(x) and f2(x) according to (14). 
3. Calculate the LSPF function LSPF (I(x)) using (15). 
4. Evolve the level set function according to (17). 
5. Check whether the evolution is stationary, stop, else go to step 2. 
6. Regularize the level set function using a simple morphological opening and closing processes. 

4  Results 

In this section, we apply and compare the proposed model with the different models using both synthetic 
and real images. All models are implemented using Matlab 7.0 in Windows 7; on 3.3 GHz Intel core i3 PC 
with 4GB of RAM. Unless otherwise specified, the parameters are described in Table 1.   

Fig. 1 shows the segmentation results of the related methods and the proposed method on a synthetic 
image with two objects with blurred boundaries. From the first row, we can observe that the right 
segmentation results cannot be obtained from the GAC model which uses edge information that causes the 
curve to pass over real boundaries, while the other models using region information, including the proposed 
one, can satisfactorily segment the two objects. Furthermore, the iterations and CPU time are listed in Table 
2. It can be observed that both ORACM model and the proposed model are much faster than the related 
models. Accordingly, the proposed model is more efficient. 

The second row of Fig. 1 demonstrates the segmentation results with tuned parameters of the related 
methods as follow: GAC: α =0.4, C-V: µ=0.8, SBGFRLS: α =10 and LBF: λ1 = 1.5. As shown, they cannot 
detect the boundaries of the two objects after the same number of iterations mentioned in Table 2. While 
ORACM model and the proposed model, without the need of any parameter, they correctly detect the 
boundaries of the objects after only 5 iterations. This efficiency by the proposed method caused by using the 
simple level set updating formulation defined in (13). 

 

Table 1: Description of the parameters used in the study. 

Parameters Description 

d To initialize the level set function, d > 0 is a constant. 

σ  
Scale parameter in Gaussian kernel (LBF and our model: σ determined according to 
images). 

λ1/ λ2 Inner/ outer weight of curve C (C-V and LBF: λ1 = λ2 =1). 

Δt  Time step (LBF, GAC: Δt = 0.1; C-V, SBGFRLS, ORACM and our model: Δt = 1). 

α Balloon force (GAC: α =0.8; SBGFRLS: α =25). 

ε The parameter of smoothed Heaviside function (LBF: ε = 1; our model: ε = 1.5). 

µ,ν Regularization parameters of curve C (C-V: µ=0.2, ν=0). 
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Fig. 1: Segmentation results on a synthetic image: (a) initial contour. Segmentation result by: (b) the GAC 
model, (c) the C-V model (d) the ACM with SBGFRLS model (e) the LBF model (f) the ORACM model (g) 
the proposed model. The parameter σ = 30. 

 
To demonstrate the local segmentation property of the proposed model, in Fig. 2 we compare our method 

with the related methods on a real microscope cell image where the objects boundaries are distinctive while 
interior intensities are not homogeneous. It can be observed that the GAC model based on edge information 
can extract the objects boundaries, while other related methods which are based on region information fail to 
extract them. Compared to the related models based on region information, the proposed model achieve 
better results, because our model uses local signed pressure force in its level set formulation that has the 
property of local segmentation.  

 

 
Fig. 2: Applications to a microscope cell image (downloaded from [4]): (a) initial contour. Segmentation 
result by: (b) the GAC model, (c) the C-V model (d) the ACM with SBGFRLS (e) the LBF model (f) the 
ORACM model (g) the proposed model. The parameter σ = 4. 

(b) (c) (d) 

(e) (f) (g) 

(a) 

Table 2: Iterations and CPU time needed by the methods compared when segmenting the image in Fig. 1.

Method Iterations CPU time (s) 

The GAC model 2000       72.44 

The C-V model 80 5.22 

The ACM with SBGFRLS model 25 3.30 

The LBF model 10 2.33 

The ORACM model 5 1.71 

The Proposed model 5 1.71 

(a) (b) (c) (d) (e) (f) (g) 
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Fig. 3 shows a segmentation result comparison with the related methods on image with intensity 
inhomogeneity. It can be seen that the methods using global region information (C-V, SBGFRLS and 
ORACM) cannot segment well when image has intensity inhomogeneous region in it, while the LBF model 
and the proposed method that uses local region information, could accurately segment intensity 
inhomogeneous region. For the GAC which based on edge information where no global constraints are 
placed on the image, this method can segment intensity inhomogeneity but suffer from the leakage problem 
as shown in Fig. 3(b). 

In the next experiments, we will focus on comparisons between the LBF model and the proposed model 
on intensity inhomogeneity problem from different sides.   

In Fig. 4, we apply the LBF model and the proposed model to a synthetic image with intensity 
inhomogeneity, the first row shows various initial contours, the second and the third rows show the 
segmentation results by the LBF model and the proposed model, respectively. From some initial contours, as 
in columns 1 and 5, the LBF model can segment well intensity inhomogeneity image, while giving bad 
segmentation results for other initial contours. Otherwise, the proposed model is much more robust to initial 
contour location and can achieve good segmentation results for all initial contours. 

 

 

Fig. 3: Comparison of segmentation results using synthetic image with intensity inhomogeneity (downloaded 
from [15]): (a) initial contour. Segmentation result by: (b) the GAC model, (c) the C-V model (d) the ACM 
with SBGFRLS (e) the LBF model (f) the ORACM model (g) the proposed model. The parameter σ = 2. 

 

 

Fig. 4: Segmentation results on the synthetic image with intensity inhomogeneity. Row1: initial contours. 
Row2: results of the LBF model. Row3: results of the proposed model. The parameter σ =5. 

(a) (b) (c) (d) (e) (f) (g) 



A. Azizi et al. / Electronic Letters on Computer Vision and Image Analysis 15(1):1-13; 2016      9 

In order to compare the LBF model and the proposed model, we use other synthetic images in Fig. 5 
and Fig. 6. 

Fig 5(a) shows the original image with initial contour. The results of the LBF model and the proposed 
model are shown in Fig. 5(b) and 5(d), respectively. It is obvious that the proposed model attains better 
segmentation precision; it separates the boundary of each finger of the palm and reflects its shape (as can be 
seen clearly in the zoomed view of Fig. 5(e) better than the LBF model (zoomed up in Fig. 5(c)). 

Fig .6 shows the segmentation results of another synthetic image with intensity inhomogeneity by the 
LBF model and the proposed model, which are shown in Fig. 6(b) and 6(c) respectively, while Fig 6(a) 
shows the original image with initial contour. From the results, it is clear that the LBF model fails to get the 
correct segmentation result and traps into local minimum, while the proposed model gets right segmentation 
result.  

To furthermore compare the performance of the proposed model and the LBF model, on images whose 
intensity inhomogeneity has different strength. Fig. 7 shows the segmentation results provided by the LBF 
model (first row) and the proposed model (second row), on five synthetic images with different intensity 
inhomogeneity. Clearly, the proposed model can segment the object with different strength of intensity 
inhomogeneity, while the LBF model fails to segment the object when the strength of intensity 
inhomogeneity is strong (last two Columns).  

 

 
Fig. 5: Segmentation results on a hand phantom (downloaded from [6]) using the LBF and the proposed 
model: (a) initial contour, (b) segmentation result by the LBF model, (c) zoomed view of the narrow, blue 
rectangle in (b), (d) segmentation result by our method, and (e) zoomed view of the narrow, blue rectangle in 
(d). The parameter σ = 3. 

 

 

Fig. 6: Segmentation results of an inhomogeneous image (downloaded from [18]). (a) The original image 
with initial contour, (b) the final contour with the LBF model and (c) the final contour with the proposed 
model. The parameter σ = 30. 

(a) (b) (c) (d) (e) 

(a) (b) (c) 
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Fig. 7: Segmentation results on a synthetic image where the strength of intensity inhomogeneity is gradually 
increased from left to right (downloaded from [19]). Row1: results of the LBF model. Row2: results of the 
proposed model. The parameter σ =2. 
 

To quantitatively validate the segmentation performance of the proposed model from Fig. 7, the Jaccard 
Similarity (JS) index is used. The JS index between the segmented object region Rs and the real object 
region Ro is calculated as JS(Rs,Ro) =|Rs∩Ro|/|Rs∪Ro|. Clearly, when Rs is more similar to Ro, the JS 
value is close to 1. Fig.8 shows that the JS values obtained by our method change in a small range for 
intensity inhomogeneity with different strength, while the LBF model, when the strength of intensity 
inhomogeneity is strong (last two columns of Fig. 7) the segmentation accuracy of this method decreases 
strictly. These results illustrate the robustness of the proposed model to image intensity inhomogeneity. 

In Fig. 9, we apply the proposed model to segment typical medical images with different modalities and 
compare it to LBF model. The segmentation results provided by the LBF model are in the upper row, while 
the lower row presents our results. The first two columns show the results of two X-ray images of blood 
vessels. It can be seen that all models give satisfying segmentation results because of the use of the image 
local region information, which can better separate the object from background. The last three columns, from 
left to right, show the segmentation results of a CT image of heart and two MRI brain images with intensity 
inhomogeneity. It can be seen that the LBF model fails to distinguish between the intensity between the 
object and its background and lead to inaccurate segmentation result. While the proposed model gives much 
better segmentation results. These results represent the abilities of the proposed model to deal with intensity 
inhomogeneity and complex background. 

 
 

Fig. 8: The corresponding JS values yielded by the LBF model and the proposed model on the five images 
with different intensity inhomogeneity. 
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Fig. 9: Comparison of segmentation results of the LBF model (top row) and the proposed model (bottom 
row) on several medical images (a, b, d and e: downloaded from [19], while c: from [20]). 

Furthermore, the iterations and CPU time of segmenting the images in Fig. 9, moreover the values of the 
parameter σ are listed in Table 3 for the LBF model and the proposed model. It can be observed that the 
number of iterations and the required CPU time of the proposed model are much less than those of the LBF 
model. Accordingly, the proposed model is much faster than the LBF model. 

To compare the performance between the LBF model and the proposed model on noisy image, we add the 
salt and pepper noise with various levels on the synthetic image of Fig. 4, and the segmentation results are 
shown in Fig. 10; the first column shows the original image with initial contour, the second, third and fourth 
Columns show the segmentation results on image added noise with densities: 0.05, 0.1 and 0.2 respectively. 
From the results, it is obvious that the proposed model has higher anti-noise than the LBF model; this 
performance is because of using the opening and closing morphological operations respectively to remove 
small objects and to smooth the active contour.  

Finally, Fig. 11 shows the influence of the parameter σ on the segmentation results of our model for an 
MR image of bladder with intensity inhomogeneity. The initial contour is shown in Fig. 11(a) and the result 
for the parameter σ =8 and σ =30 are shown in Fig. 11(b) and (c), respectively. It is clear that the 
corresponding result with σ =8 is more desirable, where the bladder and all small structures surrounding it 
are segmented. While some part of the bladder and these structures are missed in the segmentation result 
using σ =30, which is similar to the result of the ORACM model, shown in Fig. 10(d). As an advantage of 
the proposed method from these results, that it allows the choice of the scale parameter σ to exploit intensity 
information in regions of different scales, so that, when the intensity inhomogeneity is severe, the accuracy 
of segmentation relies on the local SPF, in such case, we choose small σ, while in smooth regions, a bigger σ 
is chosen; the local SPF becomes degenerating the global SPF so that the contour is attracted to the object 
boundary quickly. 

 

 

(a) (b) (c) (d) (e) 

Table 3: Iterations, CPU time and values of σ needed when segmenting the images in Fig. 9.

Method  The LBF model The proposed model 

 Parameter σ iterations CPU time (s) Parameter σ iterations CPU time (s) 

Fig. 9(a)  4 160 3.43 7 3 0.55 

Fig. 9(b) 4 120 2.04 10 11 1.55 

Fig. 9(c) 10 300 10.06 10 10 1.40 

Fig. 9(d) 3 60 5.06 10 4 1.01 

Fig. 9(e) 5 100 10.08 25 4 1.39 
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Fig. 10: Comparisons of the segmentation results with salt and pepper noise by the LBF model and the 
proposed model on Row1 and Row2, respectively. Column1: the original image with initial contour; 
Columns 2, 3 and 4 added the salt and pepper noise with densities 0.05, 0.1 and 0.2, respectively. The 
parameter σ =10. 
 

 
Fig. 11: Experiments on an MR image of bladder (downloaded from [12]): (a) Initial contour. Result of our 
model for: (b) σ =8. (c) σ =30. (d) Result of the ORACM model. 

5  Conclusion 

In this paper a region-based active contour method for image segmentation is presented which can 
efficiently segment the images with intensity inhomogeneity by exploiting the local image information. In 
particular, A new SPF function is constructed which uses local mean image information  provided by the 
LBF model and helps to segment intensity inhomogeneous regions. Experimental results on both synthetic 
and real images demonstrated the advantages through accuracy, rapidity and insensitivity to the initial 
contour location of the proposed model over the related models. 
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