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Abstract 
In this work we present a novel kernel-based Hough Transform method for robust line detection in poor quality 
images of 2D lattices of rectangular objects. Following a preprocessing stage that specifies the connected regions 
of the image, the proposed method uses a kernel to specify each region’s voting strength based on the following 
shape descriptors: a) its rectangularity, b) the orientation of the major side of its minimum area bounding 
rectangle (MBR), and c) the MBR’s geometrical center. Experimental and theoretical analysis on the 
uncertainties associated with the geometrical center as well as the polar parameters of the MBR’s major axis line 
equation allows for automatic selection of the parameters used to specify the shape of the kernel’s footstep on 
the accumulator array. Comparisons performed on images of building facades taken under impaired visual 
conditions or with low accuracy sensors (e.g. thermal images) between the proposed method and other Hough 
Transform algorithms, show an improved accuracy of our method in detecting lines and/or linear formations. 
Finally, the robustness of the proposed method is shown in two other application domains those of, façade image 
rectification and skew detection and correction in rotated scanned documents. 
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1 Introduction 

Recently, there has been a significant interest within the computer vision, computer graphics, 
photogrammetry, artificial intelligence and geospatial database design communities in a variety of 
applications involving segmentation, classification, recognition and modeling of buildings and building 
facades [1-4], 3D reconstruction [5], generation of image mosaics [6], image patching (e.g. for generating 
panoramas or street views) [7,8], image matching (e.g. finding correspondences in images of building 
facades) [9], content-based image retrieval from building databases [10,11] and automatic generation of large 
photorealistic 3D city models [12]. 

However, most of the above techniques assume that the images have been obtained under daylight vision 
conditions. None that we are aware of has taken into account night view images of buildings possibly of low 
resolution and obtained under bad weather conditions (an excellent thesis on modeling weather phenomena 
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and recovering pertinent scene properties from one or more images taken under poor weather conditions is 
presented in [13]). Under such circumstances, the typical preprocessing step of line or segment extraction 
using variants of the Hough Transform (HT) [14,15] for vanishing point estimation [16,17] and image 
rectification [18] is severely affected by the poor quality of edges detected in the image.  

Moreover, although edge detection usually precedes application of the HT, in order to reduce the number 
of foreground pixels to those "hopefully" relevant and avoid the unnecessary computations otherwise carried 
out on a binary (thresholded or segmented) image, it is often the case that the image content is better 
described with the solid regions of the objects rather than their boundaries. This is the case when the images 
are blurred (e.g. due to fog, mist, out-of-focus), visually impaired (e.g. night views), noisy (e.g. snow, rain, 
dust, flying debris) or obtained with poor quality and/or low resolution sensors (e.g. thermal IR imagery). In 
addition, there are cases, such as when we are interested in finding prevalent line orientations that may be 
different from the regions’ edge orientations or when we seek implicit axes passing through the central part 
of – possibly aligned – regions, rendering such a preprocessing undesirable. 

When we seek to find linear structural formations in night images of office buildings with bright pixels 
corresponding to lit windows, it is natural to consider HT variants that take into account shape, orientation 
and alignment of the bright image regions. Such a general purpose region-based HT variant, designed to 
detect straight lines, linear formations and dominant orientations in black & white images has been proposed 
in [19]. The method was shown to exhibit high accuracy in determining linear formations as well as 
prevalent orientation in a number of real and synthetic images [20,21] and compared favorably to traditional 
edge-based HT methods. The shape descriptors obtained by the abovementioned variant assume that the 
regions are fitted by ellipses. However, it appears that in the context of night view images of buildings and 
building facades, the regions are best approximated by rectangles rather than ellipses, since they mostly 
correspond to lit windows and other rectangular architectural structures. In addition, since, usually, in office 
buildings there is a spatial arrangement of windows and doors in regular grids, the HT variant proposed in 
this work should also be appropriate for finding linear formations and prevalent line orientations. 

     

 

           

  (a)   (b)   (c) 

Fig. 1  Noisy night view images (the rightmost image is with a thermal IR sensor) of office buildings with 
quite low resolutions: a) 286x367 pixels, b) 238x275 pixels and c) 292x328 pixels 

The method presented in this work is appropriate for robust detection of implicit lines – passing through 
the regions’ geometrical centers – as well as of linear formations in noisy lattices of rectangular objects such 
as poor quality night view images of buildings with repetitive but incomplete structural information. Fig. 1 
shows the type of images used in this work: noisy and low resolution night images of office buildings with 
some lit windows. To this end, we first binarize the image using Otsu’s method [22] for automatic 
thresholding of the original gray level histogram, then we decompose the binary image into connected 
regions and compute a rectangularity score for each region based on the Minimum Bounding Rectangle 
(MBR) method [23], next we filter out regions with low rectangularity scores and, finally, we introduce a 
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product of Gaussians kernel that is used to specify the region’s contribution to the accumulator array and 
which models uncertainties associated with the MBR’s geometrical center and major side orientation. The 
proposed technique has several strong points: 

• It works well in images where edge detectors cannot find reliable edges, such as night building 
views, even under bad weather conditions (e.g. mist, fog, rain, snow, storm), and where only some 
windows are lit. 

• It can estimate with high accuracy prevalent line orientations. 

• It has improved line localization accuracy over other region-based HT methods. 

• It can be used, in conjunction with the RANSAC technique [24] and appropriate clustering, to 
specify homographies in 3D image rectification applications. 

• It is appropriate in cases where the required lines are axes located in the interior of objects. 

• It filters out lines not produced by the rectangular regions in the image. 

Finally, the validity of the proposed method is also shown in line extraction from low accuracy thermal 
IR images as well as in a completely different problem: it is used for skew detection and correction in 
scanned documents which is a typical preprocessing step in document image analysis applications. 
Extraction of rectangular blocks from the document images is performed using the run length smearing 
algorithm (RLSA). 

Section 2 presents the preprocessing steps applied to a typical image as well as the experimental 
computation of the uncertainties associated with region orientation, Section 3 presents the proposed region-
based HT algorithm, Section 4 presents experiments and comparisons with other HT algorithms and, finally, 
Section 5 presents the conclusions of this work. 

2 Preprocessing and Experimental Computation of Orientation Uncertainties 

In this section we present the preprocessing steps followed throughout all experiments of this work as 
well as the experimental estimation of the uncertainty associated with the orientation measurement of the 
minimum bounding rectangle of a region. 

2.1 Preprocessing 

The preprocessing steps that are applied to an input image before extracting lines, detecting linear 
formations or specifying prevalent orientations are as follows: 

• Color-to-grayscale image conversion. This step transforms input images to monochrome ones. In the 
case of RGB images, we compute the intensity I at some pixel by mixing the three color components 
according to I = 0.299R + 0.587G + 0.114B and quantizing to the given grayscale. 

• Binarization. We obtain a black & white image by thresholding the grayscale image using Otsu’s 
automatic threshold selection method. This technique works well with the bimodal histograms of 
bright objects in night images. However, when the image histograms are more complicated other 
binarization techniques such as adaptive thresholding or even involving sophisticated region 
segmentation should be considered. 

• Morphological operations. Mathematical morphology with 3x3 structuring elements is used in order 
to separate touching objects and remove slender protrusions, intrusions and small holes. This step is 
necessary to improve fidelity at the stage of rectangularity assessment of each region. 
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• Extraction of connected components and labeling. In this stage the binary image is decomposed into 
connected regions using the 4-neighbors labeling algorithm. 

• Area computation and filtering. To improve the significance of the overall methodology, we found it 
necessary to compute the area of each region and then filter out those regions whose area is below 
some prespecified threshold. In fact, due to noise and discretization effects, a small region is more 
prone to measurement errors than a larger ones when assessing its rectangularity as well as the 
geometrical center and principal axis orientation of its minimum bounding rectangle. In all 
experiments, we selected to remove all regions of 15 pixels or less. 

• Specification of minimum bounding rectangles. To each of the remaining regions we fit the 
minimum bounding rectangle (MBR) using d’Errico’s matlab code [25]. This algorithm improves 
computational speed by rotating the region only in the directions of the convex hull (polygon) sides 
and finding the corresponding bounding box for each such rotation angle. The MBR will then be the 
so found minimum area bounding box. 

• Computation of rectangularity scores. Having computed the MBR, we assess the rectangularity 
score of each region using the following rectangularity measure [23,26]: 

 R = A0/AMBR (1) 

 where A0 is the region's area and AMBR is the area of the MBR. 

• Rectangularity filtering. The rectangularity scores obtained using the above measure are in [0,1], 
with circular objects having R = π/4. Lower scores correspond to ragged regions or regions with 
irregular shapes. In all experiments we filter out regions having a rectangularity score below some 
user-defined threshold Rmin (set to 0.65 in the sequel), as they are considered noise or not belonging 
to the class of rectangular objects, prior to the application of the proposed kernel-based Hough 
transform algorithm. 

2.2 Experimental computation of the uncertainty of MBR’s orientation 

In this section we present the experimental computation of the uncertainty σθ'|φ associated with the 
estimate of the MBR’s true orientation θ' given the measured orientation φ. This uncertainty is related to the 
discretization effects that may lead to discrepancies between a rotated rectangle by some known angle and 
the estimate of that angle from the orientation of the MBR’s major side. In addition, the uncertainty depends 
on the region’s area and on the rectangularity score. In order to assess σθ'|φ we performed the following 
experiment. 

Assume that we process a region with a rectangularity score R and with a true principal axis orientation of 
its MBR at θ' degrees (see Fig. 2). Also, assume that the length of the MBR’s major side is N and that the 
Hough space is discretized with an angular quantization step of ∆θ (equal to 1o in all experiments). 

 
 
 
 
 
 
 
 

Fig. 2  The ρ, θ parameterization of a region’s MBR principal axis. 
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Let φ be the measured (observed) MBR orientation and let θ' be the (estimated) true rotation of the 
rectangular region. To simplify matters, we will assume that the rotation of an input image (along with all its 
rectangular regions) may take only the discrete values θi' = i⋅∆θ' where i ∈ Z and ∆θ' is the input image 
rotation step. Moreover, we will assume that ∆θ' = ∆θ, i.e. θi' = i⋅∆θ. In fact, this assumption will be satisfied 
in the controlled experiment with synthetic images of known true rotations described below. 

Since, in general, φ is different from the true rotation θ', due to discretization effects, we want an estimate 
of θ'. In order to do this, we will consider θ' as a discrete random variable with values θi'. We seek the 
conditional mean and variance of θ' given observation φ, that is µθ'|φ and σ2

θ'|φ given by: 

 µθ'|φ =  Σi  P(θ' = θi' | φ) θi' (2) 
and 
 σ2

θ'|φ  =  Σi  P(θ' = θi' | φ) θi'2  -  µ2
θ'|φ (3) 

The posterior probabilities P(θ' = θi' | φ) are estimated experimentally from synthetic images of perfect 
rectangles with various sizes and at various distances from the origin of rotation (see Fig. 3). We implicitly 
assume that the dependence of σθ'|φ on the region’s area is reflected to a dependence of σθ'|φ on the length of 
its MBR’s major side  The so estimated σθ'|φ (conditional standard deviation) will represent the uncertainty on 
the true rotation angle and should depend on R, N and φ. 

     
(a) (b) (c) 

Fig. 3 a) One of the synthetic images showing a regular grid pattern of rectangles having a size of 15x14 
pixels, b) the clockwise rotation of (a) by 20o using the nearest neighbor interpolation method and c) 
a detail of the rotated rectangles showing different alterations due to the discretization effects. 

The experimental setup and the corresponding steps followed for the uncertainty estimation of the true 
lattice rotation is presented below: 

a)  First, we generated 48 synthetic images of 100 rectangles each arranged in a 10x10 regular grid 
pattern (see Fig. 3) with dimensions of N x (N-1) pixels where N is the length of the major side and 
(N-1) the length of the minor side and N = 3, 4, …, 50. Experimentation on various sizes was 
necessary to assess the dependence of σθ'|φ on the size of the rectangle since the larger the rectangle 
sides the more accurate the estimates of its orientation will be. Moreover, the spatial arrangement of 
the rectangles accounts for different placements in the image resulting to different discretization 
errors (see Fig. 3c). 

b)  Then, we rotated each synthetic image in increments of ∆θ = 1o covering the range of [-50o, 50o] 
using the nearest neighbor interpolation method. For each rotated image we computed the MBRs and 
for each such MBR we recorded its major axis orientation, i.e. its measured angle φ. 

c)  Next, for each N, we estimated P(θ' = θi' | φ) as follows: For each φ we recorded all possible actual 
(true) rotation angles θi' that resulted to at least one rotated rectangular region with MBR orientation 
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φ (degrees) 

equal to φ. Let the set of these θi' be S(φ). In addition, for each θi' ∈ S(φ) we recorded the number of 
rectangles Cφ(θi') whose MBR orientation was equal to φ. The a posteriori probabilities are then 
computed as: 

 P(θ' = θi' | φ)  =  Cφ(θi') / Σθk' ∈ S(φ)  Cφ(θk') (4) 

By substituting (4) in (2) and (3), we obtain estimates of the uncertainties σθ'|φ for each N and φ (for 
N > 50 we assume the same uncertainties as those for N = 50). Fig. 4a shows the dependence of σθ'|φ 
on N for φ = -45ο and φ = 00. From this diagram it is clear that the uncertainty tends to zero as the 
size grows larger. Fig. 4b shows the dependence of σθ'|φ on φ for N = 10, 15 and 30. 

     

Fig. 4  a) Plots of uncertainties σθ'|φ with respect to N for two different rotation estimates and, b) 
plots of σθ'\φ with respect to φ for three different major side lengths. 

d)  Finally, since the uncertainty is clearly affected by the region’s rectangularity, σθ'|φ is taken to be 
exponentially related to the rectangularity score according to the following equation 

 σθ'|φ(R) = σθ'|φ 2(1-R)/(1-Rmin)  (5) 

The above assumes that Rmin ≤ R ≤ 1  and that at Rmin the uncertainty on θ' is doubled. In the sequel 
we will drop the dependence on R and refer to the above overall  uncertainty of equation (5) as σθ'|φ. 

3 The Proposed Region-based HT Method 

The original HT is a popular and powerful technique for the detection of straight lines in binary images. 
Given a binary image, we are interested in the detection of straight lines whose points (xc, yc) are 
parameterized by 

 ρ(θ) = xc cosθ + yc sinθ  (6) 

where ρ(θ) is the distance of the origin from a particular line and θ is the angle formed by the normal to the 
line and the x-axis (see Fig. 2). 

In the original HT all foreground pixels contribute the same amount to those accumulator array cells that 
correspond to lines passing through them. Preferential weighting of certain pixels can be achieved by 
introducing a voting kernel [27]. However, since the original HT is usually applied to edge-images, we will 
also consider a weighted region-based HT variant [19] which uses a weighting function to specify the 
region’s contribution to the accumulator array that depends on the following shape descriptors: a) region 

σθ'|φ 

Ν 

σθ'|φ 
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area, b) elongation (major to minor axis length ratio of the “best fitting ellipse”), c) orientation of the 
region’s principal axis, and d) the region’s geometrical center. It has been experimentally shown that this 
method is appropriate for finding lines and linear formations as well as prevalent orientations in a variety of 
applications [20,21]. This  HT variant will be used for comparison purposes with our proposed method in 
several applications. 

The HT variant that we propose in this work employs a novel suitably defined voting kernel to reduce 
interference effects and avoid spurious accumulator array maxima even in very noisy images. To allow for 
significant misalignments (e.g. due to noise and discretization) of the rectangular regions in the lattice, the 
method incorporates both tolerance on the MBR position as well as tolerance on its orientation. 

Before proceeding, we will assume that the region orientation θ' as well as its geometrical center (x, y) are 
independent random variables with mean and variance given by 

 E{x} = xc  ,     E{y} = yc  ,    σx
2  =  σy

2  =  σgc
2   (7) 

and 
 E{θ'|φ} = φ,       σ2

θ'|φ : experimentally determined and passed through equation (5)  (8) 

In fact, (7) and (8) assume that the expected values of the region’s geometrical center and orientation i.e., 
(xc, yc) and φ respectively, are directly measured from the region’s MBR while the uncertainty expressed as 
the standard deviation for these random variables is assumed equal to σgc regarding the location of the 
geometrical center and given by the experimentally determined σθ'|φ regarding θ'. 

From Fig. 2, and due to the simple first-order relation between the random variables θ and θ', i.e. θ = ±90ο 
- θ', it is easy to show that σ2

θ|φ = σ2
θ'|φ. Having the means and variances of x, y and θ we are now able to 

estimate the uncertainty associated with ρ and propose the new kernel. Actually from (6) and (7) we obtain: 

 E{ρ|θ} = E{xcosθ+ysinθ|θ}= Ε{x} cosθ + E{y} sinθ = xc cosθ + yc sinθ = ρ(θ)  (11) 

where ρ(θ) is the parametric form (see (6)) of the principal MBR axis passing through its geometrical center 
and 

 σ2
ρ|θ = E{ρ2|θ} – Ε{ρ|θ}2 = Ε{x2}cos2θ + Ε{y2}sin2θ + 2E{xy}cosθsinθ  

 – xc
2cos2θ – yc

2sin2θ – 2xcyccosθsinθ = σx
2 cos2θ + σy

2 sin2θ =  σgc
2 (12) 

Finally, the proposed kernel used to specify the way a particular region casts its votes will be given by: 

 h (ρ,θ,R,φ) = f (R,θ,φ) exp[– (ρ – ρ(θ))2/σgc
2 ] (13) 

where 
 f (θ,R,φ)  =  g(R) exp[– (θ – φ)2/(σ – R)2 ] (14) 
and 
 g(R)  =   0.1 + 0.9/(1 + exp(-w)) (15) 

where g(⋅) is a logistic function of R used to regulate voting strength according to region’s rectangularity 
score, w = 10 (R – Rmin)/(1 – Rmin) – 4 and Rmin is the minimum allowed rectangularity score before filtering 
out the region. 

Although (14) has been shown adequate in finding linear formations in noisy night view images [27], by 
requiring that the regions should be perfectly aligned in order, for all of them, to contribute to the same 
accumulator cell (i.e, to the same line) we compromised the accuracy of line localization. In other words, 
using the kernel described in (14) and due to digitization effects that may cause misalignments, a line could 
be voted only by a few perfectly aligned geometrical centers although many more regions might actually 
participate in a particular linear formation. Therefore, it is evident that by introducing a tolerance on the 
actual location of the line will render the HT method more robust to small region misalignments and will 
improve line localization.  

The proposed technique enhances (14) with a second Gaussian factor that accounts for lines having the 
same θ but different ρ. In particular, for each line (ρ(θ), θ) passing from (xc, yc), where ρ(θ) is computed from 



Th. Tsenoglou et al. / Electronic Letters on Computer Vision and Image Analysis 12(2):66-77; 2013       73 

(6), we also increment the accumulator cells for the zone {(ρ(θ)–δ, θ), ..., (ρ(θ)+δ, θ)} of parallel lines where 
δ is the maximum deviation around ρ(θ), i.e. |ρ – ρ(θ)| ≤ δ. Hence, the kernel’s footstep in Hough space will 
have the shape of a sinusoidal ribbon. A value of 2 for the uncertainty σρ|θ = σgc and a value of 1.3rads for the 
tolerance σ  in (14) are found reasonable and used throughout the experiments. 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

Fig. 5 (a), (b), (c) show the 40 most prominent lines extracted from Fig. 1a for the proposed, f-kernel and 
ellipse-based  HT variants, respectively. Similarly, (d), (e), (f) show the 30 most prominent lines 
extracted from a rotated by 12o image of Fig. 1b for the three methods, respectively. 

 

4 Experimental Results 

Several experiments have been performed in order to assess the suitability of the proposed kernel-based 
HT in finding major lines and/or linear structures in lattices of rectangular objects such as noisy night view 
images of buildings and RLSA-preprocessed scanned documents for skew detection and correction. 

The most prominent lines extracted with the proposed h-kernel of eq. (13) from Fig. 1a and which 
correspond to the 40 highest peaks of the accumulator array are shown in Fig 5a. Also shown in Figs. 5b and 
5c are the corresponding 40 most prominent lines obtained with the f-kernel HT variant of eq. (14) and the 
ellipse-based HT method respectively using the same binarization, filtering and peak selection procedures as 
for the proposed method. Careful visual examination of these images shows that the rectangle-based methods 
have improved quality in finding linear formations compared to the ellipse-based method. In addition, the 
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proposed method has higher line detection capabilities and improved line localization compared to the f-
kernel variant. 

Also shown in Fig. 5d are the 30 most prominent lines extracted with the proposed variant from Fig. 1b 
after it has been rotated by 12o in the clockwise direction. In these experiments the proposed method 
outperforms the other two HT variants regarding line detection rate and line localization accuracy. Moreover, 
the f-kernel variant shows superior performance compared to the ellipse-based HT variant. 

Experiments run on a 4GB, Dual-CPU AMD Turion 64bit X2 TL-56 laptop, show that the overall 
execution times range from 0.4 to 1.2 secs for all algorithms. The experimental results show that the 
preprocessing outlined in Sec. 2.1 (common to both the proposed and f-kernel HT algorithms) is about 2.4 
times more demanding than the corresponding preprocessing needed to specify the best fitting ellipses for the 
ellipse-based HT variant. For a typical example, such as a rotation of Fig. 1, the preprocessing times are 0.74 
and 0.31 secs respectively. On the other hand, regarding the HT execution times, the f-kernel is the fastest 
algorithm, the proposed algorithm is the slowest (due to the uncertainty on the geometrical center of each 
region which increases computational load for the generation and decomposition of the accumulator array) 
and the ellipse-based variant is in-between. Typical times for the same rotated figure are: 0.08sec for the f-
kernel, 0.12sec for the ellipse-based and 0.21sec for the proposed algorithms. 

 

The proposed method can also be used in applications that require finding prevalent orientations, rather 
than individual lines. Prevalent orientations correspond to peaks of an “integrated accumulator array”, which 
is formed by adding the contributions of all accumulator array cells that correspond to a certain value of θ. 

 

  

 

      

 

(a) (b) (c) 

 

  

 

  

 
(d) (e) (f) 

Fig. 6 (a), (b), (c) show the first 40 lines extracted with the proposed variant from a clockwise rotation of 
Fig. 1a by 8o as well as the integrated arrays of the proposed and f-kernel HT variants. Similarly, (d), 
(e), (f) show the 30 most prominent lines extracted with the proposed variant from a counterclockwise 
rotation of Fig. 1b by 13o along with the integrated arrays for the rotated and unrotated image. 
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For example, the ellipse-based HT has been used with success for finding striped formations in digital 
images of marble slabs [19]. Here, we seek prevalent orientations in rotated images of noisy buildings in 
order to rectify the images. Fig. 6a shows the 40 most prominent lines found with the proposed HT for a 
clockwise rotation of Fig. 1a by 8o and Figs. 6b and 6c show correct peaks at -8o and 82o of the integrated 
arrays – normalized with respect to the number of nonzero bins – for the proposed and f-kernel variants. The 
smoother integrated array of Fig. 6b is due to the higher spread of votes to neighboring bins of the proposed 
algorithm. Similarly, Fig. 6d shows a rotation of Fig. 1b by 13o counter-clockwise which corresponds to the 
angular difference of corresponding peaks in the integrated arrays of the rotated and unrotated images shown 
in Figs. 6e and 6f. 

The next experiment performs image rectification on the perspectively deformed thermal IR image of Fig. 
1c. Fig. 7a shows the 16 most prominent lines extracted with the proposed HT variant. Fig. 7b shows the 
corresponding integrated array with one clear peak at -3o (nearly parallel lines) and one cluster of converging 
lines in the neighborhood of -89o. Using k-means to cluster the lines and RANSAC to robustly estimate the 
two vanishing points we evaluate the 3D projectivity matrix and rectify the image (see for details [29]).  
 

 
Finally, the proposed HT method has been applied to a completely different problem, that of skew 

detection and correction which is typical in scanned document image analysis. Fig. 8a shows a typical 
skewed document image obtained from a scanning device. To this image we apply the RLSA smearing 
technique according to which a sequence of white consecutive pixels is converted to black provided that the 
length of the sequence does not exceed a predetermined threshold. Fig. 8b shows the MBRs on the result of 
RLSA smoothing with a threshold H = 5 followed by Otsu’s binarization and, inversion and Fig. 8c shows 
the corresponding integrated array with a clear peak at -3 degrees. Fig. 8d shows the skew corrected 
document image obtained with a 3o rotation. 

5 Conclusions 

The proposed region-based technique has been shown to accurately detect lines in noisy night images of 
buildings. Experimental results and comparisons show the superiority of our method in terms of line 
localization and detection of linear formations with respect to two other region-based HT variants, namely, a 
weighted HT method that uses shape descriptors computed from the best fitted ellipses to the regions and a 
region-based HT variant that casts votes in the accumulator array using the kernel of eq. (14). The method 
presented in this work can also be used in order to detect and correct skew in scanned documents in 
document analysis applications. 

 

 

 
 
 

 

 
(a) (b) (c) 

 Fig. 7  (a) 16 lines extracted with the proposed method, b) the integrated array and c) the rectified image. 
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