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Abstract 

This paper proposes a method for facial expression recognition. Facial feature vectors are 
generated from keypoint descriptors using Speeded-Up Robust Features. Each facial feature 
vector is then normalized and next the probability density function descriptor is generated. The 
distance between two probability density function descriptors is calculated using Kullback 
Leibler divergence. Mathematical equation is employed to select certain practicable probability 
density function descriptors for each grid, which are used as the initial classification. 
Subsequently, the corresponding weight of the class for each grid is determined using a 
weighted majority voting classifier. The class with the largest weight is output as the 
recognition result. The proposed method shows excellent performance when applied to the 
Japanese Female Facial Expression database. 
 
 Keywords: Speeded-Up Robust Features, probability density function, Kullback Leibler 
divergence, weighted majority voting. 

 

 
1. Introduction  
 

Facial expressions are important in communication. Mehrabian [1] found that in face-

to-face communication of human, 7% of the communication information is transferred by 

linguistic language, 38% by paralanguage, and 55% by facial expressions. 

Automating facial expression analysis and synthesis would allow the use of facial 

expressions in man-machine interaction. Facial expression recognition from static images is 

more difficult than that from image sequences due to the former having less information. 

Numerous algorithms for facial expression analysis from static images have been proposed 

[2]. 

The facial expression recognition process can be separated into feature extraction and 

classification based on pattern recognition theory. Many methods have been proposed, 

including principal component analysis [3], linear discriminant analysis [4], nonparametric 

discriminant analysis [5], optical flow [6-8], fisher weight maps [9], and local binary pattern 

[10].  

Given images of a given object, feature detection and matching algorithms try to 

repeatedly detect the same point of interest in every image, regardless of the scale and 

orientation of the object, and match each point of interest from one image with the 

corresponding point in another image. The Scale Invariant Feature Transform (SIFT) [11-14] 
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and the Speeded-Up Robust Features (SURF) [15-18] are widely used for this task. SURF has 

more discriminative power than SIFT. 

The proposed method captures keypoint descriptors (i.e., feature vectors) from a 

facial expression image using SURF. Each feature vector is normalized to the unit length, 

creating a probability density function (PDF) descriptor. The Kullback Leibler (KL) 

divergence [19, 20] is applied to select the PDF descriptor. An equation is utilized to calculate 

and extract important PDF descriptors. The weighted majority voting (WMV) [21-23] 

classifier is adopted to calculate the matching scores of the respective localization regions. 

The recognition procedure is shown in Fig. 1. The Japanese Female Facial Expression 

(JAFFE) database was used in the experiments. 

The paper is organized as follows. Section 2 describes the generation of keypoint 

features using the SURF method. The feature extraction from PDF is described in Section 3. 

Section 4 presents classification using WMV. The results are discussed in Section 5 and the 

conclusions are given in Section 6. 

 

 

2.  Speeded-Up Robust Features (SURF) 

SURF outperforms or is comparable to existing schemes in terms of repeatability, 

distinctiveness, and robustness, with much faster performance. This algorithm describes 

the keypoint detector and descriptor. The detector locates the keypoints in the image, and the 

descriptor describes the features of the keypoints and constructs the feature vectors of the 

keypoints. 

2.1 Keypoint detector 

SURF uses the determinant of the approximate Hessian matrix as the base of the 

detector. Integral images are used in Hessian matrix approximation, which allows fast 

evaluation of box filters. The integral image representation J of an image I is defined as: 

Fig.1 Facial expression recognition procedure based on SURF. 
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Given a point X = (x, y) in an image I, the Hessian matrix H(X,  σ) in X at scale σ is defined as: 
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where Lxx(X,σ) refers to the convolution of the second order Gaussian derivative  
2
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with the image at point X= (x, y) and similarly for Lyy and Lxy. These derivatives are known as 

the Laplacian of Gaussians.  

To reduce the computation time, a set of 9×9 box filters (Fig. 2) is used as the 

approximations of a Gaussian with σ = 1.2 and represents the lowest scale for computing the 

blob response maps. We will denote them by Dxx, Dyy and Dxy . The weights applied to the 

rectangular are kept simple for computational efficiency. This yields: 
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where w is a weight for the energy conservation between the Gaussian kernels and the 

approximated Gaussian kernels, and 
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|x|F is the Frobenius norm. 

In order to detect keypoints using the determinant of Hessian it is necessary to 

introduce the notion of a scale space. The SURF constructs a pyramid scale space, like the 

SIFT. Different from the SIFT to repeatedly smooth the image with a Gaussian and then sub-

sample the image, the SURF directly changes the scale of box filters to implement the scale 

space due to the use of the box filter and integral image. 

2.2 Keypoint descriptor 

The SURF used the sum of the Haar wavelet responses to describe the feature of a 

keypoint. Haar wavelets are used for the integral images to increase robustness and decrease 

computation time. Fig. 3 shows the Haar wavelets used to compute the responses in the x and 

y directions. 
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Fig. 2 Top row (left to right): The Gaussian second order partial derivative in Lxx, Lyy, and Lxy. 
Bottom row (left to right): The approximation for the second order Gaussian partial derivative 
in Dxx, Dyy, and Dxy. 
 

 

Fig. 3 Left and right filters for computing the response in the x and y directions, 
respectively. Weights are 1 for black regions and -1 for white regions. 

 

For the extraction of the descriptor, the first step consists of constructing a square 

region centered at the keypoint and oriented along the orientation decided by the orientation 

selection method introduced in [17]. The region is split up equally into smaller 4×4 square 

sub-regions. For each sub-region, the Haar wavelet responses are computed at 5×5 regularly 

spaced sample points (as shown in Fig. 4). We call dx the Haar wavelet response in horizontal 

direction and dy the Haar wavelet response in vertical direction. The keypoint descriptors are 

shown in Fig. 5. 

 

  

Fig. 4 The presentation of descriptor building.  
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              Fig. 5 Keypoint descriptors obtained using SURF. 
 

Then, the wavelet responses dx and dy are summed up over each sub-region and form a 

first set of entries in the feature vector. In order to bring in information about the polarity of 

the intensity changes, we also extract the sum of the absolute values of the responses, |dx| and      

|dy|. Hence, each sub-region has a four-dimensional descriptor vector v for its underlying 

intensity structure v = (xd ,yd , xd , yd ). Each sub-region contributes four values to the 

descriptor vector leading to an overall vector of length 4×4×4=64. 

 

3.  Feature extraction 

3.1 Feature vector normalization 

A keypoint descriptor represents the gradient magnitude and orientation at each 

keypoint in a region around a keypoint location. Each keypoint descriptor (i.e., feature vector) 

is normalized to the unit length and a PDF descriptor (Fig. 6) is generated. 

 

 

 

 

 

 

 

Fig. 6 PDF descriptor. 

 

3.2 KL divergence matching 

Recently, some keypoints based matching methods generated impressive results in 

object recognition [24]. The matching of images in order to establish a measure of their 

similarity is a key problem in facial expression recognition. The measure of similarity we can 

associate to the features extracted using SURF directly result from the choice of independence 

between them. Independence of a set of random variables is statistically defined as the 

equality of the joint distribution of the variables and the product of their marginal PDFs. KL 
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divergence is thus used to compare the actual distributions and those of the statistics model 

[20]. KL divergence (5) has been employed to calculate the distance between the two PDF 

descriptors.  
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where n is the number of bins and xi is the ith bin.  

The minimum distance between the two PDF descriptors is found using: 
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where yi is a descriptor in the ith image, yj is one of the m descriptors in the second image, and 

Dj is a descriptor in the jth image. 

3.3 Recognition tally 

Some suitable features were selected for increasing the distinguishing efficiency of the 

PDF descriptors.  The recognition among the classes in a space can be measured using class 

separability. The PDF descriptors are utilized as a class separability measure. The recognition 

tally for each descriptor yi from class A is defined as: 
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where C is the number of  classes and class B has NB samples.  

The denominator represents the minimum PDF descriptor of class A, such as happy. 

The numerator represents the minimum PDF descriptor of the other classes, such as angry, etc.  

3.4 PDF descriptor extraction 

Each training image is divided into a 4×4 uniform grid. According to the recognition 

tally, the four largest PDF descriptors of each grid are extracted from the training image of 

each class (see Section 6.2 for details). These PDF descriptors are treated as recognition 

patterns of the test image. Different classes respond to different PDF descriptors. 

 

4. Classification 

The 4×4 uniform grids for each image and the four largest PDF descriptors are chosen 
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for each expression class (Fig. 7). These PDF descriptors are used to discriminate facial 

expression F for each grid. An example is shown in below. 

 

 

                           

      Fig. 7 Example of 4×4 uniform grids and four largest PDF descriptors. 

 

 
 
 
F =    

        
  

 

The central part of a face contains most of the important information. A Gaussian mask 

G on the grids is selected and the central part of the grids is assigned a heavier weight.  

 

 

G =   

 

    

 

 

Classification depends on the cumulative matching scores of each grid. The total scores 

of each facial expression for all grids are calculated to determine the highest score of 

facial expression in each image. An example of WMV classifier is shown in Fig. 8. 
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Fig.8 Example of WMV classifier. 
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5.  Results 

5.1 Data set 

The JAFFE [25] database was used to evaluate the facial expression recognition 

performance of the proposed method. In the JAFFE database, there are 10 persons (subjects). 

For each subject, there are six types of facial expression: angry (AN), disgust (DI), fear 

(FE), happy (HA), sadness (SA), and surprise (SU). There are three or four samples 

corresponding to each facial expression of each person.  

During training and testing, the face region was manually cut and resized to 256×256 

pixels according to the distance between two eyeballs (Fig. 9). 

 

 

 

Fig. 9 Preprocessing of images (left to right: happy, angry, sadness, fear, surprise, disgust). 
 

 

5.2 Simulation results 

        To demonstrate the efficiency of the proposed method, extensive experiments were 

conducted on the JAFFE database. Firstly, three samples of each facial expression per subject 

were selected. The training images were selected randomly and the rest were used for testing. 

Secondly, all the data in one subject were used as the test data, and the remaining subjects 

were used as training samples. The experiments were repeated ten times, each time using a 

different subject as the test data. The confusion matrixes of the average recognition rate are 

presented in Tables 1 and 2. 

 

Table 1 Recognition rates of the proposed method (same subject)  

Input/ 

Output 

Angry 

(%) 

Happy 

(%) 

Surprise

(%) 

Sad 

(%) 

Disgust 

(%) 

Fear 

(%) 

Angry 100 0 0 0 0 0 

Happy 0 100 0 0 0 0 

Surprise 0 0 100 0 0 0 

Sad 0 0 0 90 0 10 

Disgust 0 0 0 0 90 10 

Fear 10 0 0 0 0 90 
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Table 2 Recognition rates of the proposed method (different subject)  

Input/ 

Output 

Angry 

(%) 

Happy 

(%) 

Surprise

(%) 

Sad 

(%) 

Disgust 

(%) 

Fear 

(%) 

Angry 100 0 0 0 0 0 

Happy 0 100 0 0 0 0 

Surprise 0 0 100 0 0 0 

Sad 0 0 0 90 10 0 

Disgust 0 0 10 0 80 10 

Fear 0 0 0 10 0 90 

 

5.3 Results comparison 

SIFT [11-14] is one of the efficient detecting and matching features of state-of-the-

art method. The implementation of SURF was replaced by SIFT and the difference in 

performance was determined. A given training and testing set was used for both methods. The 

algorithms were implemented in MATLAB and run on a PC with an Intel Core 2 Duo 2.4-

GHz CPU and 2 GB of RAM.  

Two accuracies for same and different subjects, respectively, for the two 

methods are shown in Fig. 10 and Fig. 11. The average rate is compared in Table 3. The 

average time of the training and the testing is compared in Table 4. The experiment results 

show that the proposed method recognition rate is better than that of SIFT 
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Fig. 10 Comparison of recognition rates for two algorithms for same subjects.  
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Fig. 11 Comparison of recognition rates for two algorithms for different subjects. 

 
 

 

Table 3 Average recognition rate 

Same subject  Different subject   

 SIFT Our SIFT Our 

Angry 70 100 70 100 

Happy 80 100 80 100 

Surprise 80 100 80 100 

Sad 70 90 70 90 

Disgust 60 90 60 80 

 
 
 

Recognition 
Feature 

Fear 60 90 60 90 

Average (%) 71.67 95 71.67 93.33 

 

 

 

Table 4 Average time of facial expression recognition (second) 

 
 

 

 

 

5.4 Performance comparison with other methods 

Table 5 compares the result obtained using the proposed methods with those obtained 

using existing methods for the given database. It is noted that the training and test datasets are 

different. The proposed approach achieves the best performance. 

 

 

 SIFT Our Method 

Training (per subject) 262.393 19.897 

Testing (per image) 0.828 0.63 
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Table 5 Comparison with existing methods 

Reference Method Accuracy (%) 

Shinohara [9] 
HLAC + Fisher weight 

maps 
69.4 

Lyons [26] Wavelet + PCA + LDA 75 

Huang, M.W. [27] GPLVM + SVM 65.24 

Mingwei Huang  [28] SNE + SVM 73 

Bin Hua  [29] bidirectional 2DPCA 92.52 

Our Method (same subject) 
SURF + KL divergence + 

WMV 
95 

Our Method (different subject) 
SURF + KL divergence + 

WMV 
93.33 

 

6. Conclusion and Discussion 

6.1 Conclusion 

A facial expression recognition method was proposed. It detects and computes keypoint 

descriptors (feature vectors) of an image using SURF. The keypoint descriptor is normalized 

to a PDF descriptor. Then, KL divergence is used to calculate the distance between two PDF 

descriptors to determine the two nearest PDF descriptors from two images. The recognition 

tally is calculated from the PDF descriptors and used for initial classification. Then, WMV is 

used for final classification. Experimental results show excellent performance in recognizing 

facial expressions.   

6.2 Discussion 

The four largest PDF descriptors for each grid are selected because the accuracy of the 

recognition rate depends on the number of PDF descriptors. However, an excessive number of 

PDF descriptors degrades recognition performance. The method used for determining the 

optimal number of PDF descriptors is illustrated in Fig. 12. The figure is generated from each 

selection of PDF descriptors from the JAFFE database using the SURF method. The 

recognition rate is highest when the four largest PDF descriptors are selected.  
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Fig. 12 Extraction of PDF descriptors information. 
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